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Preface 

This book is an introduction to the theory of nanostructures. Its main ob­
jectives are twofold: to provide basic concepts for the physics of nano-objects 
and to review theoretical methods alIowing the predictive simulat ion of nano­
devices. It covers many important features of nanostructures: electronic struc­
ture, dielectric properties, optical transitions and electronic transport. Each 
topic is accompanied by a review of important experimental results in this 
field. We have tried to make the book accessible to inexperienced readers 
and it only requires basic knowledge in quantum mechanics and in solid state 
physics. Whenever possible, each concept is introduced on the basis of simple 
models giving rise to analytical results. But we also provide the reader with 
the more elaborate theoretical tools required for simulations on computers. 
Therefore, this book is intended not only for the students beginning in this 
field but also for more experienced researchers. 

The context of the book is the rapid expansion of nano-technologies re­
sulting from important research efforts in a wide range of disciplines such as 
physics, biology and chemistry. If much work is presently focusing on the elab­
oration, the manipulat ion and the study of individual nano-objects, a major 
challenge for nano-science is to assemble these objects to make new materials 
and new devices, opening the door to new technologies. In this context, as the 
systems become more and more complex, and because probing the matter at 
the nanoscale remains a challenge, theory and simulat ion play an essential 
role in the development of these technologies. A large number of simulat ion 
tools are already available in science and technology but most of them are 
not adapted to the nano-world because, at this scale, quantum mechanical 
descriptions are usualIy necessary, and atomistic approaches become increas­
ingly important. Thus, one main objective of the book is to review recent 
progress in this domain. We show that ab initio approaches provide accurate 
methods to study small systems (;S100-1000 atoms). New concepts alIow us 
to investigate these systems not only in their ground state, but also in their 
excited states and out of equilibrium. The domain of application of ab initio 
methods also becomes wider thanks to the decreasing size of the systems, 
to the increasing power of the computers and to novel algorithms. But these 
developments are by far not sufficient enough to cover alI the needs, in partic­
ular when the number of atoms in the systems becomes large (;::;100-1000). 
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Thus, most of the problems in nano-science must be investigated using semi­
empirical approaches, and ab initio calculations are used to test or to calibrate 
the semi-empirical methods in limiting cases. Therefore, an important part of 
the book is devoted to semi-empirical approaches. In particular, we present 
recent improvements which greatly enhance their predictive power. 

Due to the huge existing literature in this field, we have limited our bib­
liography to what we believe are the most basic papers. It is also clear that 
we have not covered alI the aspects. For example, we have omitted nano­
magnetism which merits a book of its own. 

The book is divided into eight chapters. Chapter 1 gives a general overview 
of the basic theoretical methods which alIow an understanding of the elec­
tronic properties from condensed matter to molecules and atoms. We present 
ab initio descriptions of the electronic systems in their ground state, in par­
ticular those based on the density functional theory, and we review recent ap­
proaches dealing with one-particle and two-particle excitations. Then, semi­
empirical methods are introduced, from the simple effective mass approach 
to more elaborate theories such as tight binding and pseudopotential meth­
ods. Chapter 2 provides a general introduction to quantum confined semi­
conductor systems, from two to zero dimensions. We compare different com­
putational techniques and we discuss their advantages and their limits. The 
theoretical predictions for quantum confinement effects are reviewed. 

Chapter 3 deals with the dielectric properties of nano-objects. Microscopic 
methods based on electronic structure calculations are presented. Screening 
properties in semiconductor nanostructures are analyzed using both macro­
scopic and microscopic approaches. The concept of local dielectric constant is 
introduced and we conclude by discussing the possibility of using the macro­
scopic theory of dielectrics in nano-systems. We also point out the importance 
of surface polarization charges at dielectric interfaces for Coulomb interac­
tions in nanostructures. 

In Chapter 4, we focus on the description of quasi-particles and excitons, 
starting from the simpler methods based on the effective mass theory and 
progressing to more complex approaches treating dynamic electronic correla­
tions. Chapter 5 discusses the optical properties of nanostructures. It begins 
with the basic theory of the optical transitions, concentrating on problems 
specific to nano-objects and including the influence of the electron-phonon 
coupling on the optical line-shape. The optical properties of semiconductor 
nanocrystals are then reviewed, both for interband and intraband transitions. 
Chapter 6 is devoted to hydrogenic impurities and point defects in nanostruc­
tures. In view of the importance of surfaces in small systems, surface dan­
gling bond defects are discussed in detail. The chapter closes with study of 
self-trapped excitons showing that their existence is favored by confinement 
effects. 

Non-radiative processes and relaxation mechanisms are considered in 
Chap. 7. The effect of the quantum confinement on the multi-phonon cap-
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ture on point defects is studied. We present theoretical formulations of the 
Auger recombination in nanostructures and we discuss the importance of 
this mechanism by reviewing the experimental evidence. Then we address 
the problem of the relaxat ion of hot carriers in zero-dimensional objects. 
In strongly confined systems, phonon-assisted relaxat ion is slow due to the 
phonon bottleneck effect, but we explain why this effect is difficult to observe 
due to competitive relaxat ion mechanisms. 

Chapter 8 discusses non-equilibrium transport in nanostructures. We in­
troduce theoretical methods used to simulate current-voltage characteristics. 
We start with the regime of weak coupling between the nano-device and 
the electron leads, introducing the so-caUed orthodox theory. Situations of 
stronger coupling are investigated using the scattering theory in the indepen­
dent partide approximation. Electron-electron interactions are then consid­
ered in mean-field approaches. The limits of these methods are analyzed at 
the end of the chapter. 

FinaUy, we are greatly indebted to G. AUan for a long and fruitful col­
laboration. We are grateful to aU our coUeagues and students for discussions 
and for their contributions. We acknowledge support from the "Centre Na­
tional de la Recherche Scientifique" (CNRS) and from the "Institut Superieur 
d'Electronique et du Numerique" (ISEN). 

Lille, Paris, 
December 2003 

c. Delerue 
M. Lannoo 
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1 General Basis for Computations 
and Theoretical Models 

This chapter describes theoretical concepts and tools used to calculate the 
electronic structure of materials. We first present ab initio methods which 
are able to describe the systems in their ground state, in particular those 
based on the density functional theory. lntroducing the concept of quasi­
partides, we show that excitations in the systems can be accurately described 
as excitations of single partides provided that electron-electron interactions 
are renormalized by the coupling to long-range electronic oscillations, i.e. to 
plasmons. We then review the main semi-empirical methods used to study 
the electronic structure of nanostructures. 

1.1 Ah initio One-Partide Theories 
for the Ground State 

This section is an attempt to summarize the basic methods which have al­
lowed an understanding of a wide range of electronic properties not only in 
condensed matter but also in molecules. The basic difficulty is due to the 
inter-electronic repulsions which prevent from finding any tractable solution 
to the general N electron problem. One is then bound to find approximate 
solutions. Historically most of these have tried to reduce this problem to a 
set of one-partide Schrodinger equations. Of course such a procedure is not 
exact and one must find the best one-partide wave functions via a minimiza­
tion procedure based on the variational principle. This one is however valid 
for the ground state of the system and can only be applied exceptionally to 
excited states for which the total wave function is orthogonal to the ground 
state. 

The general solution of the N electron system must be antisymmetric 
under all permutations of pairs of electron coordinates. We start by applying 
the constraint to the case of N non interacting electrons. We review on that 
basis the Hartree and Hartree-Fock approximations and give a qualitative 
discussion of correlation effects. We then pay special attention to the so­
called density functional theories of which the most popular one is the local 
density approximation (LDA). These have the advantage of leading to a set 
of well-defined one-partide equations, much simpler to solve than in Hartree­
Fock theory, and to provide at the same time fairly accurate predictions for 
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the ground state properties. We end up this section with a discussion of the 
meaning and accuracy of the one-partide eigenvalues for the prediction of 
excitation energies. 

1.1.1 Non-interacting N Electron System 

We start by discussing a hypothetical system of independent electrons for 
which the Hamiltonian can be written 

N 

H = Lh(Xi) , (1.1) 
i=l 

where Xi contains both space and spin coordinates (Xi = Ti, ~). Each indi­
vidual Hamiltonian h(Xi) is identical and has the same set of solutions: 

(1.2) 

For such a simple situation the eigenstate 'IjJ of H with energy E can be 
obtained as a simple product of one-electron states (also calIed spin--orbitals) 

N 

'IjJ = II Uk(Xk) , (1.3) 
k=l 

its energy being obtained as the sum of the corresponding eigenvalues: 

N 

E= LCk. (1.4) 
k=l 

Although these solutions are mathematicalIy exact they are not accept­
able for the N electron system since 'IjJ given by (1.3) is not antisymmetric. 
The way to solve this difficulty is to realize that any other simple product 'ljJkl 

obtained from 'IjJ by a simple permutation of Xk and Xl has the same energy 
E and is thus degenerate with 'IjJ. The problem is thus to find the linear com­
bination 'IjJ AS of 'IjJ and alI 'ljJkl that is antisymmetric under alI permutation 
Xk ++ Xl. This turns out to be a determinant calIed the Slater determinant 
defined by: 

Ul(XI) 

1 U2(XI) 

'ljJAS = .;Ni (1.5) 

This determinant still has the energy given by (1.4). The ground state of 
the system is thus obtained by choosing for 'ljJAS the N one-partide states Ui 

which have the lowest eigenvalues Ck. However in doing this one must take 
care of the fact that the Slater determinant 'IjJ AS vanishes when two Uk are 
taken identica!. This is the Pauli exdusion principle according to which two 
electrons cannot be in the same quantum state. If h(x) is spin independent 
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the spin orbitals can be factorized as a product of a space part Uk (r) and a 
spin part Xa (~) 

Uka(X) = uk(r)Xa(~) , (1.6) 

where r is the position vector, ~ the spin variable and a =t or..l-. In such a case 
the Pauli principle states that two electrons can be in the same orbital state 
if they have opposite spin. The ground state of the system is thus obtained 
by filling alllowest one-electron states with two electrons with opposite spin 
per state. 

1.1.2 The Hartree Approximation 

The full Hamiltonian of the interacting N electron system is 

1 
H = L h(Xk) + "2 L v(rk' rk' ) + VNN , (1.7) 

k kk' 
where the one-electron part h is the sum of the kinetic energy and the 
Coulomb interaction with the nuclei, v is the electron-electron interaction 

(1.8) 

and VNN is the Coulomb energy due to the interaction between the nuclei 
(throughout this chapter we use electrostatic units, Le. 41l"Eo = 1). It is of 
course the existence of the terms (1.8) which prevents from factorizing H 
and getting a simple solution as in the case of independent electrons. A first 
step towards an approximate solution to this complex problem carne from 
the intuitive idea of Hartree [1-3] who considered that each electron could 
be treated separately as moving in the field of the nuclei plus the average 
electrostatic field due to the other electrons. This corresponds to writing an 
individual Schrodinger equation 

[h(Xk) + L jV(rk,rkl)IUkl(XkIWdXkl] Uk(Xk) = ckUk(Xk) (1.9) 
koţk' 

for each of the N electrons of the system. To connect with the following we 
rewrite this equation in a more standard form 

(1.10) 

which is obtained by adding and subtracting the term k = k' in (1.9). VH(X) 
is the so-called Hartree potential, Le. the electrostatic potential due to the 
total density n(x) (including the term k = k'): 

VH(X) = j v(r, r')n(x')dx' , 

n(x) = L nzlul(x)12 . (1.11) 
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The nz introduced in the definit ion of n( x) are the occupation numbers, 
nz = 1 if there is an electron in uz, nz = O in the opposite case. The last term 
E~I is the self-interaction correction, removing the unphysical term k = k' 
introduced in the definit ion of VH : 

(1.12) 

The Hartree equations coupled with a spherical averaging of the potential 
in (1.10) have provided a quite accurate picture of the electronic structure 
of isolated atoms. They are a basis for understanding the periodic table of 
the elements and also produce good electron densities n( x) as compared with 
those obtained experimentally from X-ray scattering. 

The Hartree equations have been put on firm theoretical grounds by use 
of the variational principle [2,4]. For this one takes as trial wave function 'ljJ 
the simplest form one can obtain for independent electrons, without taking 
account of the antisymmetry. This one is thus the simple product of spin 
orbitals given by (1.3). The optimized 'ljJ belonging to this family of wave 
functions must minimize the energy given by the expectation value of H for 
this wave function. This is equivalent to solving 

(b'ljJIE - HI'ljJ) = O , (1.13) 

where b'ljJ is an infinitesimally small variation of 'ljJ. If one now varies each 
Uk separately in (1.13) by bUk one directly gets the set of equations (1.9) or 
(1.10). 

The Hartree method then succeeds in reducing approximately the N elec­
tron problem to a set of N one-partide equations. However the price to pay is 
that the potential energy in each equation (1.10,1.11) contains the unknown 
quantity n(x') - IUk(X')I2. One must then solve these equations iteratively 
introducing at the start some guess functions for the IUkl2 in the potential 
energy, solve the equations, re-inject the solutions for the IUk 12 (or some 
weighted averages) into the potential energy and so on (Fig. 1.1). The pro-

~ Density ----. Potential 

~ 

D . ~ Schrodinger equation 
enslty ... .. 

Eqmhbnum statIstIcs 

1---

~ 

Fig. 1.1. The electron den­
sity and the potential must 
be calculated self-consistently 
taking into account the occu­
pat ion of the levels 
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cedure stops when self-consistency, i.e. the identity between the input and 
output, is achieved. 

1.1.3 The Hartree-Fock Approximation 

This is less intuitive than the Hartree method and must be directly intro­
duced from a variational treatment. The starting point is similar except that 
instead of choosing for 'ljJ a simple product function one now makes use of 
Slater determinant of the form (1.5) in which the spin orbitals are assumed 
orthonormal. The total energy E = ('ljJIHI'ljJ) of such a determinant can be 
shown [2,3,5,6] to be given by 

1 
E = Lnk(klhlk) +"2 Lnknl((kllvlkl) - (kllvllk)) + VNN (1.14) 

k k,l 

with: 

(klhlk) = 1 uA;(x)h(x)Uk(X)dx , 

(ijlvlkl) = 1 u;(x)uj(x')v(r, r')uk(x)UI(X')dxdx' . (1.15) 

We want to minimize E with respect to the Uk under the constraint that 
these remain orthonormal, i.e. J UA;(X)UI(X)dx = Okl. This can be achieved 
via the method of Lagrange multipliers. If we apply a first order change ouA; 
this requires that the quantity oE- Lkl Akl J OUA; (X)UI (x)dx = 0, VouA;. This 
leads to the set of one-partide equations: 

[h(X) + ~ nIl v(r, r')IUI(X'WdX'] Uk(X) 

- L nI [1 v(r, r')uî(X')Uk(X')dX'] UI(X) = L AkIUI(X) . 
1 1 

(1.16) 

This can be simplified by noticing that a unitary transformation applied 
to the Slater determinant does not modify it apart from a phase factor and 
thus does not change the structure of the equations. It is thus possible to 
rewrite (1.16) under diagonal from, i.e. with: 

(1.17) 

For obvious reasons, the last term on the left hand si de of (1.16) is called 
the exchange term, the second one being the Hartree potential VH . We now 
rewrite (1.16) using (1.17) under a form which will be generalized in the 
following: 

[h(x) + VH(X)]Uk(X) + 1 Ex(x, x')uk(x')dx' = EkUk(X) , (1.18) 
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Ex corresponding to the non-local exchange potential: 

Ex(x, x') = -v(r,r') LnIUI(X)ui(x'). 
1 

(1.19) 

The l = k term in (1.19) when injected into (1.18) directly corresponds 
to the self-interaction E~I of (1.12). The Hartree-Fock (HF) procedure thus 
reproduces the Hartree equations plus corrective exchange terms for l i= k. 

When the spin orbitals are factorized as in (1.6) one can perform the 
integration over the spin variables directly in the HF equations. In that case 
the result is that the integrations over x' can be replaced by integrations over 
r' at the condition of multiplying VH by a factor 2 for spin degeneracy while 
the exchange term remains unchanged since opposite spins give a vanishing 
contribution to (1.16). 

While the HF approximation improves over the Hartree one, especialIy 
for magnetic properties, it does not provide an accurate enough technique for 
the ground state properties as well as the excitation energies. This is due to 
correlation effects which are important in both cases as will be discussed in 
the folIowing. Furthermore HF leads to heavy calculations due to the non­
local character of the exchange term. 

1.1.4 Correlations and Exchange-Correlation Hole 

By definit ion correlation effects are the contributions not included in the HF 
approximation. Conceptually the simplest way to include them is to use the 
method of configurat ion interaction (CI). The principle ofthe CI technique is 
to expand the eigenstates of the interacting N electron system on the basis of 
the Slater determinants built from an infinite set of orthonormal one-particle 
spin orbitals : 

'tfJ = L Cn'tfJSD,n . (1.20) 
n 

Quite naturalIy the starting point in such an expansion could be the 
ground state HF determinant, the others being built by substitution of excited 
HF spin orbitals. However the CI technique is quite heavy and does not 
converge rapidly so that it can be applied only to small molecules (typicalIy 
10 atoms maximum). This means that it cannot be applied to solids. We thus 
now discuss the only case where practicalIy exact results have been obtained 
for infinite systems, i.e. the free electron gas. 

The free electron gas is an idealized model of simple metals in which the 
nuclear charges are smeared out to produce a uniform positive background 
charge density. This one is fulIy compensated by the uniform neutralizing 
electron density. This produces a constant zero potential in alI space. The 
solutions of the one-particle Hartree equations are 
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1 ·k 
uk(r) = JVe l .T , 

fi? 
Ck = -2 -lkl 2 , (1.21) 

ma 

where V is the volume of the system and ma is the electron mass. 
In the ground state, these one-partide states are filled with two electrons 

of opposite spin up to the Fermi level CF = n2k~/(2ma) where kF is the Fermi 
momentum. One can then express the electron density nas: 

k~ 
n = 37f2 . (1.22) 

In this context it has been customary to express all quantities in terms of 
the radius r s per electron defined by 47fr~ /3 = l/n. We can thus write: 

kF = (ars)-l , 

a = (9:) i = 0.521 . (1.23) 

Looking first at the HF correction defined by (1.18,1.19) one can show 
that plane waves are eigenstates of the HF operator, i.e.: 

(1.24) 

We now determine the average exchange energy per electron Cx by sum­
ming (L'x)k,k over the filled states, divide by the number N of electrons and 
by a factor 2 for the interactions counted twice. This gives [6,7] (in atomic 
units): 

3e2 0.458 
Cx = --- = ---. 

47fars r s 
(1.25) 

A lot of studies have been devoted to the calculat ion of the correlation 
energy Ce of the electron gas. These are summarized in many reviews, e.g. 
[6,7]. These analytical studies have been confirmed by the more accurate 
Quantum Monte CarIo calculations [8] which now serve as a basis in local 
density studies as discussed in the following (Sect. 1.1.5). 

It is of interest to try to understand these effects in terms of the exchange­
correlation hole. We start by analyzing the HF case in the manner of Slater, 
i.e. rewrite the exchange term of (1.18, 1.19) as: 

J L'x(x, x')uk(x')dx' 

__ {J v(r, r') 2::z nzuz(x)Uî(X')Uk(X')dX'} () 
- ( ) Uk X . Uk X 

(1.26) 
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The term in brackets on the right hand side of (1.26) is the one-body effec­
tive exchange potential VHF (x) act ing on the one-particle eigenstate Uk (x). 
It can be considered as the electrostatic potential induced by the density 

nHF(x, x') = I: nIUI(X)UiiX;)Uk(X') (1.27) 
1 Uk x 

which, when integrated over x', gives unity. This corresponds to the fact 
that, in the N electron system, the electron at r interacts with N - 1 other 
electrons, i.e. with the N electrons contained in the Hartree term VH plus 
one hole called the exchange hole. The question now arises of the localization 
of this hole around the electron in question. The answer comes from the 
behavior of the quantity LI nlul(x)U;(X'). If the nI were unity for alll then 
it would amount to 8(x - x'), i.e. strictly locaiized on the electron. As this is 
not the case it looks like a broadened delta function. For the free electron gas 
its width is of order AF = 27r / kF = 3r s which means that, for alkaii metals, 
it extends just beyond the nearest neighbors sphere. Such a conclusion holds 
true quite generally and can be also understood from the fact that the Slater 
determinant prevents two electrons with the same spin from being at the 
same position. 

Turning now to correlation effects we can examine them in a simple clas­
sical way which will be developed in the section on the GW approximation 
(Sect. 1.2.4). In the Hartree and HF treatments one electron at r experiences 
the average field due to the other electrons. However, due to the electron­
electron repulsion, its presence at r modifies the distribution of the other 
electrons creating around it a Coulomb hole which results in a screen ing of 
the electron-electron interactions and a lowering of the total energy (Fig. 
1.2). It is important for the following to notice that, for a finite metallic sys­
tem, this Coulomb hole completely compensates the electron charge locally, 
the screening charge being repelled on the surface. Thus the total charge in 
the Coulomb hole always amounts to zero. We shall see later that this is of 
primary importance for nanostructures. 

To end up the considerations on the exchange-correlation hole we now give 
some exact results, discussed for instance in [7,9,10]. We start by defining 

G 
Fig. 1.2. The exchange- correlation hole 
around an electron leads to a screening of the 
electron- electron interactions 
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the electron density n( r) as the probability per unit volume of finding one 
electron at r or equivalently 

(1.28) 

where ri are the electron positions and 1'1/1) is the N-particle wave function 
of the ground state. In the same spirit we define the pair correlation function 
n(r, r') as the squared probability per unit volume to find one electron at r 
and another one at r' 

(1.29) 

which obviously contains information about inter-electronic correlations. In 
particular the exact Coulomb energy of the system 

can be rewritten in terms of (1.29) as 

_ e2 J n( r, r')drdr' 
Vcoul - 2 Ir - r'l 

(1.30) 

(1.31) 

When electrons are totally uncorrelated as in Hartree and HF one can 
show that n(r,r') = n(r)n(r'). One can then express n(r,r') as 

n(r, r') = n(r)n(r')(1 + g(r, r')) , (1.32) 

where all the information about correlations is contained in g( r, r'). If we 
integrate n(r,r') given from (1.29) over r' we get N - 1. This means that 
from (1.32) we have 

J g(r, r')n(r')dr' = -1 . (1.33) 

This important sum rule simply states that each electron in the system 
only interacts with the N -1 other electrons. Equation (1.33) then expresses 
the fact that for each electron at r there is an exchange-correlation hole 
surrounding it. One can however wonder if this hole is due mainly to exchange 
or correlation. To get some informat ion on this we must take the spin of the 
particle into account. Assuming now that there are Nt electrons with spin t 
and N+ particles with spin t it is clear that one electron with spin t at r will 
interact with Nt -1 electrons of the same spin and with N+ of opposite spin. 
If we separate the previous expressions with respect to the spin components 
we get in obvious notations: 
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J gtt(r, r')nt(r')dr' = -1 , 

J gH(r, r')nt(r')dr' = O . (1.34) 

This generalizes that the exchange hole, corresponding to gtt, is equal to 
-1 even includ ing correlation effects. On the other hand for electrons with 
opposite spin there is a local screening hole, equal to -1 for metals, due to 
screening effects only but with the compensating charge on the surface of 
the system confirming that J gH(r, r')nt(r')dr' = O. This will prove to be 
of primary importance for nanocrystals. 

1.1.5 Local Density Approaches 

The idea of replacing the complex one-electron Schrodinger equation with the 
non-local exchange-correlation potential by a local density approximation 
started early with the work of Thomas-Fermi [7,11]. This one is valid for 
high electron density systems, e.g. for heavy atoms. In this limit the potential 
energy V (r) of an electron in the system can be considered to vary slow ly 
in space and the electron density can be approximately replaced localIy by 
the value it would take for the free electron gas, i.e. by (1.22) in which k~ is 
given by 2mO(cF - V(r))/h2 : 

1 2mo 32 ( )
3/2 

n(r) = 37r2 fi2 [cF - V(r)] / . (1.35) 

V(r) is solution of the Poisson's equation, i.e. one arnves at the self­
consistency equation: 

Sy2e2 (mo)3/2 3/2 LlV(r) = -~ fi2 [cF - V(r)] . (1.36) 

This one was solved numericalIy for neutral and ionized atoms and shown 
to reproduce important trends along the periodic table. We shall use it in the 
folIowing to get a simple description of screening effects in the usual semi­
conductors and insulators which can be considered as high electron density 
systems. 

Many refinements have been brought to make the Thomas-Fermi ap­
proximation more quantitative but an essential step forward is due to Slater 
[12,13]. Ris basic idea was to replace the non-local exchange term taken under 
the form of (1.26) by a statistical average over the filled states which is then 
calculated localIy as if the system was an electron gas. The corresponding 
Slater exchange potential VxSlater is thus locally the same function of n( r) 
as the electron gas and is also equal to 2cx the total exchange energy per 
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electron given by (1.25) with 471T~/3 = (n(r))-l. This gives in atomic units: 

0.916 3 [3 ] 1/3 
VxSlater = - rs[n(r)] = -"2 ;n(r) . (1.37) 

Slater realized that, to get more accurate results, it was necessary to scale 
this local form of exchange by a factor a, close to 1, lying in the interval 
[0.75,1]. With this he was able to get quite reasonable results for atoms, 
molecules and solids. 

The decisive step in these density based theories carne from the basic the­
ory established by Hohenberg and Kohn [14] but also from the work of Kohn 
and Sham [15] which made it a practical computational tool. The general 
idea is always the same, i.e. one writes one-particle equations going beyond 
Slater's exchange VxSlater to also include correlations effects, introducing an 
exchange-correlation potential Vxc . We now summarize the general arguments 
leading to these density functional theories (DFT) and their local density ap­
proximation (LDA). We write the full N electron Hamiltonian 

H = T + Vee + Vext(r) , (1.38) 

where T is the kinetic energy operator, v"e the electron-electron interaction 
and Vext a one-particle external potential. We folIow the arguments of [14] as 
well as other authors [9,10] and summarize first the conclusions of Hohenberg 
and Kohn [14] : 

- Two external potentials Vext and V:xt differing by more than a constant 
cannot give the same ground state electron density n( r). There is thus one 
to one mapping between v"xt and n( r) which means that n( r) completely 
determines the ground state properties of the system. 

- In the spirit of the variational methods we define the folIowing density 
functional 

F(n) = min ('ljJIT + Veel'ljJ) , 
'l/J---+n(r) 

(1.39) 

where the minimizat ion is performed over alI 'ljJ giving the same density 
n( r). Then the total energy functional 

E(n) = F(n) + J v"xt(r)n(r)dr (1.40) 

is also minimum since the last term on the right hand side does not vary 
with 'ljJ if n( r) is fixed. 

- The above definitions remain valid for fractional electron numbers if one 
uses mixtures of states 'ljJ with different total numbers of electrons. Mini­
mizing E(n) with the constraint that the number of electrons is given by N 
gives, with the method of Lagrange multipliers, the functional derivative 

(1.41 ) 
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where the chemical potential J-LN is discontinuous at each integer value of 
N. 

These general arguments do not give a reci pe for an actual calculation 
since the functional F(n) is unknown. The idea of Kohn and Sham [15J was 
then to relate the interacting N electron system to a fictitious non interacting 
one leading to the same electron density n( r). This one corresponds to the 
following Kohn-Sham Hamiltonian 

(1.42) 

where VKs is the Kohn-Sham external potential. One can repeat the proce­
dure leading to (1.41) for this new Hamiltonian, requiring that it gives the 
same J-L N. This leads to 

bTo(n) 
-----g:;;:- + VKs = J-LN (1.43) 

with: 

To(n) = min (7/JITI7/J). 
,p-tn(r) 

(1.44) 

Equating (1.41) and (1.43) one gets, with the help of (1.38) and (1.39), 
the following expression for VKS: 

b 
VKS = bn [F(n) - To(n)J + v"xt . 

Writing F(n) - To(n) as the sum of a Hartree energy 

- e2 J n(r)n(r' ) d d I 

EH - 2 Ir _ r/l r r , 

and an exchange-correlation energy Exc[n(r)J, we get 

VKS = VH + Kc[n(r)J + v"xt 

with: 

Vi - bEH - 2 J n(r' ) d I 
H - bn - e Ir _ r/l r , 

TT [ ( )J = bExc[n(r)J 
Vxc n r bn. 

(1.45) 

(1.46) 

(1.47) 

(1.48) 

All this means that one can construct the ground state electron density 
by solving the following one-partide Hamiltonian 

(1.49) 

where t is the one-electron kinetic energy operator. One then gets the density 
n( r) as for any Slater determinant as 

n(r) = L nk l4>k(r)1 2 , 

k 

(1.50) 
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and the total energy as To(n) + EH + Exc. The one-particle equations are of 
the Slater type discussed before and thus much simpler than HF equations. 
They also have to be solved self-consistently. However the major difficulty 
is that Exc[n] and thus Vxc[n] are unknown. The simplest way to overcome 
this difficulty has been to replace Exc[n(r)]locally by the value it would have 
for the electron gas. This represents an extension of Slater's ideas to include 
correlation effects and leads to the well-known local density approximation 
(LDA). 

If one considers the exchange-only term the expression of Vxc = Vx turns 
out to be very simple. We have seen earlier that the exchange energy per 
electron Cx of the free electron gas is -3/4 (3n(r)/7l")1/3 from (1.37). The 
total exchange energy per unit volume Ex is given by ncx, Le. proportional 
to n4 / 3 . We can thus write: 

8~ 4 ( 
Vx = 8n = 3cx . 1.51) 

This turns out to be only 2/3 of Slater exchange potential VxSlater as 
pointed out in early work [15]. This gives some reasonable explanation of an 
Q value smaller than 1 in Slater's self-consistent X Q method. To get the full 
Kc of LDA one must add the correlation energy of the electron gas. There 
have been in the past several analytical expressions which have been proposed 
(see e.g. [9,10,16] for a review). A popular one for numerical calculations is 
a parametrized form [17] which is detailed in Sect. 3.2.2. 

LDA turns out to give satisfactory results regarding the predictions of the 
structural properties of molecules and solids. For instance, in solids (either 
with sp bonds or d bonds, as in transition metals) the inter-atomic distances 
and the elastic properties are predicted with a precision better than 5% in 
general. This remains true for diatomic molecules, except that the binding 
energy is overestimated by 0.5 to 1 eV [16]. Attempts to improve on sim­
ple LDA have first been based on expansions of Vxc in Vn(r) [18,19] but 
these violate the exchange-correlation sum rule of (1.33) which leads to seri­
ous problems [20]. More recently generalized gradient approximations (GGA) 
have been proposed [20,21] where Vxc depends on ner) and Vn(r) but not in 
a simple Vn expansion. The various GGA forms which have been proposed 
are constrained to fulfill exact sum rules. GGA of ten leads to better results 
than LDA for total energies but sometimes worse results for bulk moduli and 
phonon frequencies. For lattice constants they seem to be of equal quality 
with an accuracy of order 1%. 

1.2 Quasi-particles and Excitons 

One of the main problems which arise with the ground state theories de­
scribed earlier is that the eigenvalues of the one-particle equations provide 
poor information concerning excitat ion energies. We shall discuss this on the 
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HF case first and summarize what happens with LDA. We then introduce the 
concept of quasi-partides and discuss the most efficient method to calculate 
their properties which is the GW approximation. Finally we treat the case of 
excitons which correspond to pairs of quasi-partides, an electron and a hole, 
bound by their attractive interaction. 

1.2.1 One-Particle Eigenvalues 

Let us consider the simplest process of ionizing an N electron neutral system. 
The ionization energy 1 and electron affinity A are defined as: 

1 = E(N - 1) - E(N) , A = E(N) - E(N + 1) . (1.52) 

In the HF approximation one can even define from which state the electron 
is ionized. Assuming that it is the state k for which nk = 1 in the N electron 
system and nk = O for the N - 1 electron system. This defines: 

h = E(N - 1, nk = O) - E(N) . (1.53) 

Using the HF expression (1.14) one straightforwardly gets: 

1, ~ - { (klhlk) + ~ «kllvlkl) - (kIIV1lk»)} . (1.54) 

Writing (1.18) in vector form and projecting on Ik) one directly obtains 

(1.55) 

Le. the ionization energy is just the opposite of the one-particle eigenvalue, 
as stated by Koopman's theorem [22]. A similar argument holds true for the 
electron affinity. In HF one can also obtain the excitat ion energies in terms 
of the excitation of an electron in state k' and creat ion of a hole in state k 
leading to excitation energies equal to Ck' - Ck. 

Although these results can serve as a guide the situation is by far not 
so simple. The above derivat ion is based on the fact that the Uk remain 
identical or frozen between the N and the N ± 1 systems. This is true for 
delocalized states in infinite systems since the influence of the extra electron 
or hole scales as ljV, V being the volume of the system. This is no more 
correct in atoms, molecules or nanocrystals since the one-partide states will 
depend on occupation numbers. A change in occupation numbers indeed in­
duces an electronic relaxation in the system corresponding to a screening of 
the extra electron or hole. However, even for infinite systems, HF excitat ion 
energies do not provide correct values of the band gaps of semiconductors. 
In fact HF consistently overestimates their bandgaps, by more than 50%, the 
maximum discrepancy being for Si with (Eg)HF ~ 5.5 eV instead of 1.17 eV 
experimentally. 

From the variational derivat ion of DFT, there is no particular reason why 
the eigenvalues of the one-partide equations should correspond to excitation 
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Fig. 1.3. Calculated bandgap in LDA (+) and in GW (O) versus experimental 
bandgap for several semiconductors. Results for II-VI semiconductors are from [23] 
and others are from [24] 

energies. One exception is the case of the highest occupied eigenvalue which, 
on the basis of the definit ion of VKs, should give an accurate value for the 
ionization energy (it is exact for the true Kc)' However, for the excitation 
energies, LDA, as well as DFT in general, leads to what is called the bandgap 
problem. Indeed, although the general shape of the bands of semiconductors 
is correctly predicted by LDA, bandgaps are consistently underestimated. For 
instance, in silicon, the predicted value is 0.65 eV (1.17 eV experimentally) 
while in germanium the LDA value is ~ O eV (0.7 eV experimentally). Figure 
1.3 shows that this holds true for several semiconductors and insulators. 

1.2.2 The Exchange-Correlation Hole and Static Screening 

The previous discussions illustrate the fact that one-particle theories cannot 
yield exact ground state and excitation energies at the same time. In this 
context a fruitful concept is provided by the notion of quasi-particles. For 
instance an excess electron injected into the N electron system, due to its in­
teraction with the other electrons, cannot be described exactly by the solution 
of a one-particle Schrodinger equation. However, in favorable (and fortunately 
common) cases its spectral representation (see [25-27] for a detailed mathe­
matical discussion) remains strongly peaked around a given energy. If so one 
can speak of quasi-particles which are approximate solutions of a one-particle 
Schrodinger equation, but with a broadening due to the interaction with the 
other particles. The picture in real space is that of an electron surrounded 
by its exchange-correlation hole. 

Before turning to the GW approximation, let us come back to a simple 
picture of the quasi-particle which we started to discuss in Sect. 1.1.4. If 
we try to write the Schrodinger equation of the excess electron, we can start 
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from the HF formulat ion where both the Hartree and exchange terms contain 
the bare interaction v(r, r ' ) = e2 fir - r'l between the excess electron at r 
and other electrons at r ' . Correlation effects correspond to the fact that the 
electron at r repels the other electrons to create its Coulomb hole. If one treats 
this electron as a dassical test charge, the resulting effect can be described 
by linear screening theory. Here the bare potential v due to the test electron 
charge at r is at the origin of an induced change in the electron density Onind 

which in turn creates an induced potential Vind. The total potential in the 
system is thus W = v + Vind. The induced electron density depends on W 
and, if we linearize the dependence, one can write formaUy 

Onind = XoW , 

W = v + Vo Onind , (1.56) 

where XO is the polarizability, and Vo is the potential per unit of induced 
electron density. As we shaU see later (in particular in Sect. 1.2.7), the dif­
ferent one-electron theories give rise to different potentials Vo and different 
results for the inverse dielectric function. The simplest case corresponds to 
the Hartree approximation in which case Vo = v the bare electron-electron 
repulsion. The result for el (w) corresponds to the so-caUed random-phase 
approximation [28-32]. 

Equations (1.56) lead for W to 

W = E- 1V, 

E- 1 = (1 - VOXO)-l . (1.57) 

Of course aU these formal relations are integral equations. For instance 
the screened potential due to the electron at r is given at r ' by: 

W(r, r ' ) = J E- 1 (r, r")v(r", r')dr" . (1.58) 

The simplest idea to take into account correlation effects is thus to replace 
in the Schrodinger equation of the excess electron the bare potential v by its 
screened counterpart W. This adds to the Hartree term a correction equal to 
what corresponds to the Coulomb hole 

1 
Vcoh = 2" Vind ( r , r) , 

= ~ J [E-1(r, r ' ) - o(r - r ' )] v(r' , r)dr' , (1.59) 

1.2.3 Dynamically Screened Interactions 

In this section we extend the formulation of Sect. 1.2.2 to the case of time­
dependent perturbations. This will play an essential role in the description of 
quasi-partides and excitons. We first consider the linear response of a system 
described in a one-partide picture (like Hartree, HF or LDA) to which belongs 
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the so-called random-phase approximation [28-32]. In the second part we 
give a general expression of the linear response function to be used in our 
derivat ion of the GW approximation. 

Linear Response Function in One-Electron Pictures. Here we follow 
the approach of Ehrenreich and Cohen [29] and generalize (1.29) to define 
the time-dependent density matrix as 

n(x,x',t) = Lnkuk(X,t)Uk(X',t) , 
k 

(1.60) 

where again (x = r,~) and the Uk(X,t) are the solutions ofthe one-partide 
equations (in atomic units) 

(1.61) 

where h can eventually be a non-local operator as in the HF picture. From 
(1.60) and (1.61), n(x, x', t) obeys the equation of motion: 

i~~(X,x',t) = [h(x,t) - h(x',t)]n(x,x',t). (1.62) 

We now consider the case where the Hamiltonian can be written as 
the sum of a time independent unperturbed part ho(x) and a small time­
dependent perturbation W(x, t) (to be discussed later): 

h(x, t) = ho(x) + W(x, t) . (1.63) 

It is thus quite natural to expand n(x, x', t) in terms of the eigenstates 
Uk(X) of ho: 

n(x,x',t) = Lnkkl(t)Uk(X)Ukl(X'). (1.64) 
kk' 

(1.62) is then replaced by 

i %t nkk' (t) = [h, n]kk' . (1.65) 

We now write this to first order in W and c5n(x, x', t) the first order 
induced change in n. We get 

i%tc5nkk'(t) = [ho,c5n]kk' + [W,no]kk' 

or, since (nO)kkl = nkc5kk' where nk is the occupation number: 

i :t c5nkk' (t) = (ck - ck' ) c5nkk' + (nk' - nk) Wkk'. 

We can now Fourier transform this equation by writing 

Wkk'(t) = ~ J Wkk,(w)e- i (w+i8)tdw , 
21f 

(1.66) 

(1.67) 

(1.68) 
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and a similar expression for onkk,(t) (the infinitesimal O ensures that all 
quantities vanish in the remote past). We get: 

(1.69) 

This result will be central to our discussion of excitations in the following 
sections. 

We now consider screening by a simple generalizat ion of the static case 
given by (1.56) writing the induced charge density at frequency w 

onind(r,w) = J on(x,x,w)d~ = J Xa(r,r',w)W(r',w)dr' (1.70) 

which, using (1.69) and (1. 70) gives for the frequency dependent polarizability 

, ~ nk - nk' ( ) * ( ') Xa(r,r ,w) = 6 .ofkk' r fkk' r 
kk' Ck - Ck' - W - 1 

(1. 71) 

where: 

(1. 72) 

With this the set of equations (1.56) to (1.58) remain valid in terms of 
frequency dependent quantities which we have just defined. 

Exact Formulation. One can derive an exact formal expression for c1(w) 
which will prove of fundamental interest in the following. We consider an N 
interacting electron system of Hamiltonian Ha subject to a small external po­
tential cp(r, t) switched on adiabatically in time. The first order perturbation 
is thus 

N 

V = L cp(ri, t) = J n(r)cp(r, t)dr , 
, 

(1. 73) 

where n(r) is the density operator defined by (1.73) as ~~ O(r - ri). We 
start from the time-dependent Schrodinger equation (Ii = 1) 

i 81~) = (Ha + V) 11[1) , 

which can be simplified by the transformation 

11[1) = e-iHotlu) , 

to give 

i8~~) = V(t)lu) , 

where V is now expressed in the interaction representation: 

V(t) = eiHotVe-iHot . 

(1.74) 

(1. 75) 

(1. 76) 

(1.77) 
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Equation (1.76) can now be integrated from a remote time ta in the past 
where cjJ = O and lu) is the ground state lua) of Ha. To first order in V this 
gives: 

lu(t)) = (1 - i 1: V(t')dt') lua) . 

Now the electron density is given by 

n(r, t) = (tlfln(r)ltlf) = (uln(r, t)lu) , 

(1. 78) 

(1. 79) 

where n(r, t) is also defined in the interaction representation. From the pre­
vious two equations, we obtain 

n(r, t) = (ua 1(1 + i 1: V(t')dt) n(r, t) (1 - i 1: V(t')dt) lua) (1.80) 

which, when subtracting the unperturbed density (ua In(r, t)1 ua), leads to 
the induced electron density 

8nind(r, t) = i (ua I[too [V(t')n(r, t) - n(r, t)V(t')] dt'l ua) (1.81) 

in which we have taken ta ---7 -00. Using the fact that the net result must be 
real, we can transform this expression to: 

8nind(r, t) = -i [too dt' J dr' (ua I[n(r, t), n(r', t')]1 ua) cjJ(r', t'). (1.82) 

The linear response function x( r, r', t - t') defined by 

8nind(r, t) = [:00 dt' J dr'x(r, r', t - t')cjJ(r', t') (1.83) 

is thus given by the exact result, obeing the Heavyside function 

x(r, r', t - t') = -i (N I[n(r, t), n(r', t')]1 N) O(t - t') , (1.84) 

where IN) = lUa) is the exact ground state of the N electron system. This 
expression can stiU be transformed by developing the commutator and in­
serting the closure relation Ls INs) (N si = 1 summed over alI excited states 
s of the N electron system of energy W s above the ground state to give, with 
T=t-t', 

s 

where: 

ns(r) = (N In(r)1 Ns) (1.86) 

In the absence of magnetic fields, ns (r) can be taken to be real [32,33] so 
that the Fourier transform of (1.85) writes: 

x(r, r',w) = L ns(r)ns(r') [(w - W s + i8)-1 - (w + Ws + i8)-1] . (1.87) 
s 
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These expressions correspond to the retarded response function. One can 
also define a time-ordered response function to be used with field~theoretic 
techniques, their properties being closely related [32]. 

The poles W s of the response function are the excitations of the N elec­
tron system. Their low-energy part corresponds to electron~hole excitations. 
However the coupling to an external field, i.e. screening, is dominated by 
plasmons which are high energy, long wavelength density fluctuations of the 
system. This point plays a central role in our derivation of the GW approx­
imation (next section) as well as in actual calculations using this method, 
of ten based on plasmon~pole techniques. 

It is useful to derive the general expression of the induced potential 
Vind (r, r', w) created at point r by a test charge at r'. We can formally 
write 

Vind = VOnind = VXV , (1.88) 

i.e. in full 

Vind(r,r',w) = L ( ~O~~ 2 Vs(r)Vs(r') , 
s w + l - W s 

(1.89) 

where Va is the potential produced by the density fluctuation ns : 

Vs(r) = J v(r,r')ns(r')dr' . (1.90) 

In this formulation the inverse dielectric function is given similarly by 

E~l = 1 + vx, 

(1.91 ) 

Another interesting point is what one obtains when X is calculated by 
using for INs) pure electron~hole excitations, i.e. excited Slater determinants, 
neglecting the effects of plasmons. Then X reduces to Xo, the independent 
particle polarizability, and el is given by: 

E~l = 1 + VXo . (1.92) 

If this is considered as the first term of a ser ies expansion in powers of 
vxo, summation of the series gives 

(1.93) 

which corresponds to the expression in the random-phase approximation (see 
further discussion in Sect. 3.3.1). 
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1.2.4 The GW Approximation 

This was derived long time ago [32] and its recent success is mostly due to 
the improvement in computational power which now allows its application 
to realistic systems (small aggregates, perfect crystals and their surfaces .. . ). 
It is based on an expansion of the exchange- correlation self-energy in terms 
of the dynamically screened electron- electron interaction. This can be done 
systematically with field-theoretic techniques, one and two-partide Green's 
functions and the use of functional derivatives. 

Here we present an approach which evidences the role played by plasmons 
in renormalizing the electron- electron interactions. This will allow us to ob­
tain an expression for the total energy of the ground state of the N electron 
system and, from this, to get the quasi-partide energies in a form identical to 
the GW approximation. As discussed in Sect. 1.2.3, the excitat ion spectrum 
consists of single partide excitations and also to plasmons which correspond 
to electron density fluctuations. We start from the decoupled situation which 
means that we write the combined states of the N electron system as simple 
products 

l '!ţi , s) = 1 '!ţi) ls) , (1.94) 

where l '!ţi) is a Slater determinant and Is) is a state where the sth plasmon 
mode of frequency W s has been excited. We are mostly interested in the low­
lying states l '!ţik, O). These are coupled to other states 1 '!ţiI , s) by interactions 
('!ţik , 01V1'!ţi1 , s) (Fig. 1.4). To obtain the coupling potential V we consider one 
electron at ri which interacts with the plasma-like fluctuations 8n(r) via the 
potential given in (1.73) i.e. 

Energy 

SJater determinantaJ 
lales 

Plasman 

(1.95) 

Fig. 1.4. The electron- plasmon cou­
pling induces a renormalization of the 
electron- electron interactions 
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The total V = L:i V(ri) gives rise to the following matrix elements 

(1.96) 

We use the fact that bft( r) has matrix elements only between the plasmon 
states, given by (1.86) i.e. 

(O Ibft(r)1 s) = bns(r) . (1.97) 

From this we get 

(1.98) 

where Vs(ri) is the Coulomb potential induced by the fluctuations bns defined 
by (1.90). For the low-Iying states l'!jik, O), we write 

(E - EkO)I'!jik, O) = L l'!jia, s)('!jia, slVl'!jik, O) , 
a,s 

(1.99) 

Injecting the second equation into the first one gives 

We can now project this set of equations onto 10). Using the fact that 
l'!jik, O) = l'!jik)IO), using (1.98) and Eas = Ea + WS, we get the following set 
of equations between the Slater determinants 

(E-Ek)l'!jik) = L l'!jil) L ('!jiIIL:i VS(ri~ ~ab~'!ji~ ~~i Vs(ri)1 '!jik) . (1.101) 
l a,B 

This means that the electron~plasmon coupling induces effective interac­
tions between the Slater determinants given by 

('!jil IVeffl '!jik) = L ('!jil lL:i VS(ri~ ~ab~'!ji~ ~~i Vs(ri)1 '!jik) 
a,s 

(1.102) 

which form the renormalizing part of the electron~electron interactions (Fig. 
1.4). We now proceed to the calculation of the relevant interactions between 
the ground state Slater determinant l'!jio) and those l'!jivc) which differ from it 
by excitation of one electron from the valence (filled) state U v to a conduction 
state uc . For this we use the rules for the matrix elements of sums of one 
electron potentials between Slater determinants [12,13]. This gives us the 
following results 
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\ ~ ~v,,(r;) </>0) ~ O, 

\7/Jo ~VS(ri) 7/Jve) = (vIVslc). (1.103) 

In deriving the first contribution to (1.103) we have used the fact that 
(7/Jo IEi Vs(ri)1 7/Jo) = Ev(vIVslv) = o. The one-partide matrix elements are 

(aIVsI/3) = J u:(r)Vs(r)uj3(r)dr . (1.104) 

We now directly get the relevant matrix elements (7/JkIVeffl7/JI). The basic 
one is 

E - E = ("" IV. 1"") =" l(vlVslc)12 o '1-'0 eff '1-'0 .l....J E _ E - w ' 
v,c,s ve 8 

(1.105) 

where Eo and Eve as defined in (1.101) are the determinant al energies in the 
absence of electron-plasmon coupling. To find a simple accurate solution to 
(1.105) and to the set of equations (1.101) we start from Slater determinants 
built from single partide equations which match as exactly as possible the 
excitations energies. We express the denominator of (1.105) as E - Eo + 
Eo - Eve - Ws· We then write Eo - Eve = Cv - Ce the eigenvalues of the single 
partide equations. If the ground state determinant is correct1y chosen E - Eo 
can be neglected and we get for the ground state energy of the N electron 
system 

Ecorr(N) = L l(vlVslc)12 . (1.106) 
Cv - Ce - W s v,c,s 

Note that approximating Eo-Eve by the difference in eigenvalues neglects 
the electron-hole attraction which exists even for a determinant al state 7/Jve. 
However this term tends to zero when the size of the system increases and is 
negligible for large enough systems. This corrective term will be considered 
in the next section. 

To get the quasi-partide energies, we now have to calculate the correlation 
energy for the (N + 1) electron system with an extra electron in state k. The 
corresponding Slater determinant is now Ik,7/Jo). The correlation energy has 
the same form as (1.106) except that there is one more occupied state k and 
that one must add the non zero contribution 

L l(k,7/JoIEi~:~i)lk,7/Jo)12 = L l(kl~::)12 , 
s s 

(1.107) 

so that one gets 

(1.108) 



24 1 General Basis 

where E' means that k is included in the sum over v and excluded from 
that over c. From (1.106) we easily get the correlation contribution OEk to 
the quasi-particle energy Ek 

OEk = L E~(~~:I~I:s - L E~(~~:I~I:s . 
c,s v,s 

(1.109) 

Adding to this the Hartree-Fock contribution and introducing the occu­
pation numbers we get under vector and operator form 

(1.110) 

In this expression one can consistently use the same Ek in the correlation 
contribution since the excitation energies Ek - El of the single-particle Hamil­
tonian are in principle matched to the exact values. The main difficulty is 
that the corresponding exact eigenstates Ik) are not exactly known. Equa­
tion (1.110) is strictly equivalent to the GW approximation [34], as shown in 
the following. As commonly done, we group together the exchange term and 
the correlation contribution to get the total self-energy E. The quasi-particle 
Hamiltonian is thus given by the Hartree part plus a total self-energy term 
given by (1.19) and (1.110) Le. 

E(x, x', Ek) = - L ul(x)ui(x' ) 
1 

x [nlv(r, r ' ) + "'" Vs (r)Vs* (r' ) ( ni - 1 - ni )]. (1.111) 
~ El - Ek - W s Ek - El - W s 

Note that, in this expression, the ni are the occupation numbers of the 
N electron system. An identical result is obtained when adding a hole in 
an occupied state and calculating the corresponding electron energy as Ek = 
E(N) - E(N -1). The relation between the Vs and the frequency dependent 
screened potential is provided by (1.89). To avoid convergence problems one 
usually adds a small imaginary part -i1] to W s (1] --+ 0+) which corresponds 
to the use of a retarded interaction. 

To recover the usual expres sion of the self-energy in terms of the screened 
Coulomb interaction W = v + Vind, we write from (1.89) 

(1.112) 
s 

using the fact that: 

Im ( Iim (x + i1])-l) = -7TO(X) . 
'7->0+ 

(1.113) 
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Thus we deduce from (1.111) 

E (x,x',w) = - LUI(X)ui(x') 
1 

x nlV r r - - dw - ------[ ( ') 1 100 
, (ni 1 - ni ) 

, 7r o El - W - w' + iT) w - El - w' + iT) 

x Im w(r,r',w')]' (1.114) 

A more compact form is obtained by introducing the Green's function 

G( ') _ ~ UI(X)UZ(X') ( ) x,x ,w - L... ' 1.115 
1 w - El + iT) Sign(EI - EF) 

where EF is the Fermi level. Using an integrat ion along a contour in the 
complex w' plane, one can show [34, 35] that the self-energy operator is also 
given by 

( , ) _ i JOO d 'W( ")G(' ') i7)w' Ex,x,w -- w r,r,w x,x,w+we , 
27r -00 

(1.116) 

where the product of G and W is at the origin of the name of the method. 
Although quite accurate, the GW expression given by (1.110), (1.111) 

and (1.114) is only approximate. We shall see in Sect. 1.2.6 how it could 
be improved along the lines discussed above. Finally one could also obtain 
(1.110) from resolution of the quasi-particle equation 

(1.117) 

where hHF = h + VH + Ex and Ecorr is the correlation part. 
Usually GW calculations are performed using perturbation theory from 

LDA results which provide a quite efficient starting point. Calling Ek and E~ 
the GW and LDA eigenvalues, one gets to first order 

Ek = E~ + (Uk IE(ck) - vxcl Uk) , (1.118) 

and linearizing this with respect to Ek - E~: 

o (Uk IE(E~) - vxcl Uk) 
Ek = Ek + ( ) 

1 - d~k (Uk IE(Ek)1 Uk) Ek=E~ 
(1.119) 

Successes and failures of GW are discussed in detail in [33,36]. For our 
purpose the results of major interest concern the bandgap of semiconduc­
tors and insulators. Figure 1.3 shows that the GW predictions are extremely 
accurate and provide a quantitative tool for analyzing semiconductor nanos­
tructures. We shall come back to these in Chap. 4. 
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1.2.5 Excitons 

In semiconductors and insulators they correspond to electron-hole excitations 
of the system. To describe their properties the best is to start again from the 
Hartree-Fock (HF) level where the basic states are Slater determinants. Let 
us then consider a system for which the ground state is described by a Slater 
determinant 'l/Jo for which alI one-particle valence states are filled and alI 
conduction states are empty. 'l/Jvc is the Slater determinant obtained from the 
previous one by replacing the spin-orbital v by e, Le. by exciting an electron­
hole pair (here we use for v and e full spin-orbitals including the spin part 
as in (1.6)). 

At the HF level one starts from spin orbitals which are solutions of the 
single particle equations hHFlk) = O corresponding to (1.18). This makes sure 
that there is no coupling between 'l/Jo and 'l/Jvc since [12,13] 

(1.120) 

To obtain the lowest exciton state in the procedure one should then diago­
nalize H in the manifold span by states 'l/Jvc corresponding to single electron­
hole excitations. This obviously neglects coupling with higher excited states 
via direct electron-electron interactions. In view of their magnitude this is 
certainly not a good approximation. Nevertheless this will introduce the pro­
cedure with use of renormalized interactions. We then calculate ('l/Jvc IHI 'l/Jv' Ci) 
from the general rules given for instance in [12,13]: 

(1.121) 

In this expression the first term is the difference in HF one-particle ener­
gies and the other two correspond to the definition of (1.15). It is ofinterest to 
notice that the last term with minus sign corresponds to the direct Coulomb 
interaction (it involves interaction between charge densities e*(x)e'(x) with 
v*(x')v'(x') which for the diagonal part give le(x)12 and Iv(x')12) while the 
first one represents the exchange term. The natural procedure would then be 
to diagonalize the matrix given by (1.121) to get the excitation energies. 

We now want to parallei this procedure but in terms of renormalized 
(or dynamicalIy screened) electron-electron interactions. We proceed along 
the same lines as GW Le. we now build the Slater determinants from spin­
orbitals which are solutions of the quasi-particle equation (1.117). We must 
then evaluate the matrix elements of the type (1.120) and (1.121) but for 
the renormalized Hamiltonian H + Veff where, as before, Veff is due to the 
renormalizing part induced by the interaction with plasmons. This is worked 
out in detail in the Appendix A where it is shown that 

(1.122) 

and 
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('l/Jve IH + v"ffl 'l/Jv'e') = (ce - cv)Ovv,Oee' + (cv'lvlvc') - (cv'lvlc'v) 

+ ~(clVslv){v'IVslc') {E -;0 - W s + E - Eve + L -Ce' - ws} 

- L(cIVslc')(v'IVslv) {E _ El _ + E _ 1 _ }. (1.123) 
ve' Ws Ev'e Ws s 

Note that except for the last two terms in (1.123) these relations only 
hold approximately if higher order terms can be neglected. We have kept the 
full energy dependence of these last two terms to compare them with other 
results but consistency would require that E - Eve, E - Ev'e and E - Eve' be 
neglected. The most drastic approximation concerns (1.122) which essentially 
requires that the bandgap be negligible compared to W s . 

It is interesting to compare the structure ofrenormalizing terms in (1.123) 
to those of the direct terms. We can write: 

(clVslv) (v'IVs le') = J u~ (x) Vs( r )uv(x )u~, (x')Vs (r')ue, (x')dxdx' , 

(clVslc') (v'IVslv) = J u~(x)Vs(r)ue,(x)u~,(x')Vs(r')uv(x')dxdx' . (1.124) 

The first term has the structure of the exchange interaction and the second 
that of the Hartree one. One can then rewrite (1.123) as 

('l/Jve IHeffl 'l/Jv'e') = (ce - cv)ovv,oec' + (cv'lvscxlvc') 

-(CV'IVSCHlc'v) , (1.125) 

where Vscx and VSCH are respectively the renormalized or screened electron­
electron interaction for exchange and Hartree terms given by 

vscx(r, r') 

= v(r, r') + L Vs(r)Vs(r') {E -;0 -W s + E - Eve + L -Ce' - ws } , 
s 

vSCH(r,r') 

=v(r,r')+ LVs(r)Vs(r') {E_E1 _ + E_E1 _ }. (1.126) 
8 ve' W s v'e W s 

The diagonal term (cvlvscxlvc) - (CVIVSCHlcv) in (1.125) is the correction 
to Ce - Cv in single determinant states due to the electron-hole interaction. It 
tends to zero when the size of the system increases and is thus important for 
small systems only. The interesting point with (1.125) and (1.126) is that we 
find that both the Hartree and exchange part are dynamically screened. This 
is at variance with some work in the literature [36-38] based on approximate 
resolution of the Bethe-Salpeter equations where only the Hartree term is 
screened in exactly the same way as in (1.126). We attribute this difference 
to approximations in these treatments neglecting contributions from excited 
states l'l/Ja)ls) with I'l/Ja) outside the manifold of the single excitations I'l/Jve). 
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As shown in Appendix A these excitations are necessary to have a complete 
renormalization contribution. Their neglect would not allow to get Ee - Ev in 
(1.125) as well as the condition ('l/Jo IH + Veffl 'l/Jve) >:::: O which is necessary for 
(1.125) to be accurate. 

To be coherent with the approximations made on the other terms (equiva­
lent to second order perturbation theory) one should take E>:::: Eve >:::: Eve' >:::: 

Ev'e' This is valid when the binding energy of the exciton is weak so that 
only excitations close to the band gap are important. If Ei « w;, one ob­
tains the simple result that the screening part in both terms of (1.126) is 
-2Vs(r)Vs(r')jws' From (1.89) this is just the statically induced potential 
Vind(r, r') created at r' by a point charge at r, also equal to (el -l)v. Both 
terms in (1.126) thus involve the statically screened interaction (1.58) 

W(r, r') = J f-l(r, r")v(r", r')dr" . (1.127) 

Finally let us say a few words about the effect of exchange. From known 
considerations [2,7] One can build excitonic states either with total spin S = O 
or S = 1. In the last case there is no exchange contribution while, for the 
singlet S = O, the exchange contribution in (1.125) is 2(cv'lvscxlvc') in which 
one now only considers the orbit al part of the spin-orbi taIs. 

1.2.6 Towards a More Quantitative Theory 

One can devise a more quantitative approach along the lines discussed above. 
The procedure is to build a Slater determinant al basis from an accurate 
single-particle approach, e.g. the LDA approximation for which excitation 
energies can be expressed as differences in eigenvalues. One then considers 
that Slater determinants I'l/J,,) and plasmons Is) are eigenstates of separable 
Hamiltonians. This means that the total eigenstates are products I'l/J", s) = 
1'l/J,,)ls). As before we want to treat completely the problem for low-Iying 
excitations of the form I'l/Jk) 10) where the I'l/Jk) are restricted to the ground 
state I'l/Jo) and e.g. to the single particle excitations of the form I'l/Jve) (one 
could eventually include higher excitations but difficulties arise when they 
overlap the plasmon states so that one should stop at some energy cut-off). 
We thus write, as before 

",s 

(1.128) 

Here H is the fuU Hamiltonian containing the direct electron-electron 
interactions. The central approximation is that nO electron-plasmon inter­
act ion is included in the higher excited states, their energy being E" - W s ' 

However such interaction is likely to broaden the spectrum of high energy 
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excitations without modifying substantiaUy the results for low-Iying excita­
tions. Injecting the second equation into the first One and projecting onto 10), 
we get as for (1.101) 

(1.129) 

This is equivalent to diagonalize the matrix 

(1.130) 

in the subspace of low-Iying determinants I'lj!o) , I'lj!vc) ... This is what we have 
done before but with simplifying assumptions for E equivalent to second 
order perturbation theory. One could however diagonalize the fuU energy de­
pendent Hamiltonian (1.130) with the expressions of the matrix elements 
derived in Appendix A. This would provide to our opinion the most quanti­
tative treatment applied to the exciton problem. 

1.2.7 Time-Dependent Density Functional Theory (TDDFT) 

This is an extension of the density functional theory (DFT) discussed in 
Sect. 1.1.5 to time-dependent perturbations. The interest is that, in principle, 
the frequency dependent response has poles at the excitation energies of the 
system. One can thus hope to obtain in this way excitat ion energies which 
are as accurate as the ground state properties predicted by ordinary DFT 
even in its local density approximation (LDA). 

The extension of DFT to time-dependent problems has been the object 
of several studies [9,36,39-41]. In particular it was shown that there is a one 
to one correspondence between a time-dependent external potential Vext(r, t) 
applied to an interacting N electron system and the electron density n(r, t) 
of this system. Furthermore one can work in the Kohn-Sham spirit [15] and 
obtain the same density for a non-interacting N electron system subject to 
the so-caUed Kohn-Sham potential which, as in Sect. 1.1.5 can be written 

(1.131) 

where VH and Vxc are nOw time-dependent Hartree and exchange-correlation 
potentials. Let us now concentrate On the linear response of the system, i.e. 
consider a first order external perturbation cp (i.e. Vext -+ Vext + cp) produc ing 
a first order change i5nind in electron density (i.e. n -+ n + i5nind). We can 
write the formal relation 

i5nind = (i5t~xt) o cp = Xcp (1.132) 
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which is a short-hand notation for 

c5nind(r, t) = J x(r, t, r', t')cp(r', t')dr'dt' , 

with 

( ") (c5n(r,t) ) 
xr,t,r,t = c5v"xt(r',t') O 

(1.133) 

(1.134) 

In all these expressions, the symbol 00 means that functional derivatives 
are to be taken at the ground state density, X is the linear density response 
function or polarizability. Now the same result can be obtained from the 
non interacting electron system with the Kohn-Sham potential by formally 
writing 

c5nind = (~ c5VKS) cp. 
c5VKs c5v"xt o 

(1.135) 

Realizing that (c5n/c5VKs)O is the Kohn-Sham polarizability Xo and using 
the expression (1.131) for VKS we get 

c5nind = Xo [1 + (c5~xt (VH + Kc)) J cp. (1.136) 

Writing 'v. ° as,o ,V.0n and using (1.136) we obtain 
U ext un U ext 

c5nind = XoCP + Xo [c5~ (VH + Vxc )] O c5nind , (1.137) 

which is exactly the condensed notation for equation (9) of [41]. As the polar­
izabilities depend on time differences, we can Fourier transform this equation 
over time and write one such equation for each frequency w. Noticing that 
c5VH (r, t)/c5n(r', t') = e2 /lr - r'Ic5(t - t') and calling !xc = (c5Kc/c5n)o, one 
gets the detailed form of (1.137) as 

c5nind(r,w) = J xo(r,r',w) [Ir' ~ r"l + !xc(r',r",w)] c5nind(r",w)dr'dr" 

+ J xo(r,r',w)cp(r',w)dr' . (1.138) 

The poles of c5nind (r, w) which give the excitation energies thus correspond 
to the zeros of the left hand side of this integral equation. However to find 
practical solutions it is convenient to use a matrix formulat ion. For this one 
writes c5nind in terms of the Kohn-Sham orbitals 

c5nind(r,w) = Lnij(w)u;(r)uj(r). 
ij 

(1.139) 

One can inject this together with the expression (1.71) for Xo into the left 
hand si de of (1.138). This leads to the system of equations 
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(1.140) 

with fij = ni - nj, Wji = Cj - ci and 

Kjk,il = J uj(r)u'k(r') [Ir ~2 r'l + fxc(r, r',w)] ui(r)ul(r')drdr'. (1.141) 

Equations (1.140) and (1.141) are the basic equations of TDDFT as given 
in [41]. The only difference in notations with [41] corresponds to the definit ion 
of the Kjk,il for which we have used a convention consistent with our notation 
(1.15) for Coulomb integrals. Practical calculations then require a definit ion 
of the kernel K, i.e. of fxc, and different approximations have been used [41]. 
In the adiabatic LDA approximation [9], the exchange-correlation potential 
and fxc are expressed in terms of the time-independent exchange-correlation 
energy 

rv 8Exc[n] 
Kc(r, t) = 8n(r) , 

8Vxc (r,t) ~ 5:( _ ') 82Exc[n] 
-::--:,-,-,.----'.. - u t t , 
8n(r', t') 8n(r)8n(r') 

(1.142) 

where, in LDA, Exc[n] is given locally by its value for the electron gas with 
the same density (see Sect. 1.1.5). 

TDDFT has been applied to the calculation of the polarizability of 
molecules and clusters (Sect. 3.3.3). It also leads to a substantial improvement 
of excitat ion energies with respect to Kohn-Sham eigenvalues for atoms, clus­
ters and molecules [36,41-47], even using the adiabatic LDA. However, one 
must note that even the simple random-phase approximation (i.e. neglecting 
fxc) gives a good agreement compared to experiments for small systems [48]. 
In contrast, in solids, the wrong Kohn-Sham bandgap remains [36,49,50] 
except if the kernel is deduced from the Bethe-Salpeter equation [48]. 

Finally, TDDFT has been also used to calculate the electron-vibration 
coupling in benzene [51]. 

1.3 Semi-empirical Methods 

Up to the advent of the GW approximation, ab initio theories could not 
accurately predict the band structure of semiconductors. Most of the under­
standing of these materials was then obtained from less accurate descriptions. 
Among them, semi-empirical methods have played (and stiH play) a very im­
portant role since they allow us to simulate the true energy bands in terms 
of a restricted number of adjustable parameters. There are essentially three 
distinct methods of achieving this goal : the empirical tight bind ing (ETB) 
approximation, the empiric al pseudopotential method (EPM) and the k . P 
approximation which, in its simple form, is equivalent to the effective mass 
approximation (EMA). 
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1.3.1 The Empirical Tight Binding Method 

The Basis of the Empirical Tight Binding Method. In this approx­
imation, the wave function is written as a combinat ion of localized orbitals 
centered on each atom, 

tJi = l: Cia'Pia , 

i,o 

(1.143) 

where 'Pia is the a th free atom orbital of atom i, at position R,;. As each 
complete set of such orbitals belonging to any given atom forms a basis 
for the Hilbert space, the whole set of 'Pia is complete, i.e., the 'Pia are no 
longer independent and (1.143) can yield the exact wave function ofthe whole 
system. In practice one has to truncate the sum of over a in this expansion. 
In many simplified calculations it has been assumed that the valence states 
of the system can be described in terms of a minimal basis set which only 
includes free atom states belonging to the outer shell of the free atom (e.g. 28 
and 2p in diamond). It is that description which provides the most appealing 
physical picture, allowing us to clearly understand the formation of bands 
from the atomic limit. The minimal basis set approximation is also used in 
most semi-empirical calculations. 

When the sum over a in (1.143) is limited to a finite number, the energy 
levels c of the whole system are given by the secular equation 

det IH - cSI = O , (1.144) 

where H is the Hamiltonian matrix in the atomic hasis and S the overlap 
matrix of elements: 

(1.145) 

These matrix elements can he readily calculated, especially in the local 
density theory, and when making use of Gaussian atomic orhitals. The proh­
lem, as in the plane wave expansion, is to determine the numher of hasis 
states required for good numerical accuracy. 

An interesting discussion on the validity of the use of a minimal hasis set 
has been given by Louie [52]. Starting from the minimal basis set l'Pia), one 
can increase the size of the hasis set hy adding other atomic states IXiţL), called 
the peripheral states, which must lead to an improvement in the description 
of the energy levels and wave functions. However, this will rapidly lead to 
problems related to over-completeness, i.e., the overlap of different atomic 
states will hecome more and more important. To overcome this difficulty, 
Louie proposes three steps to justify the use of a minimum basis set. These 
are the following : 

- Symmetrically orthogonalize the states l'Pia) helonging to the minimal ha­
sis set between themselves. This leads to an orthogonal set l4?ia)' 
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- The peripheral states IXil") overlap strongly with the l<Pia). It is thus nec­
essary to orthogonalize them to these l<Pia), which yield new states IXil") 
defined as: 

IXil") = IXil") - L l<Pja) (<Pja IXil") . (1.146) 
ja 

- The new states IXil") are then orthogonalized between themselves leading 
to a final set of states IXil"). 

Louie has shown that, at least for silicon, the ave rage energies of these 
atomic states behave in such a way that, after the three steps, the peripheral 
states IXil") are much higher in energy and their coupling to the minimal 
set is reduced. They only have a small (although not negligible) influence, 
justifying the use of the minimal set as the essential step in the calculation. 

The quantitative value of LCAO (linear combinat ion of atomic orbitals) 
techniques for covalent systems such as diamond and silicon was first demon­
strated by Chaney et al. [53]. They have shown that the minimal basis set 
gives good results for the valence bands and slightly poorer (but stiU mean­
ingful) results for the lower conduction bands. Such conclusions have been 
confirmed by sever al groups [52,54, 55] who worked with pseudopotentials 
instead of true atomic potentials. 

The great interest of the minimal basis set LCAO calculations is that 
they provide a direct connection between the valence states of the system 
and the free atom states. This becomes stiU more apparent with the ETB 
approximation which we shall later discuss and which allows us to obtain 
extremely simple, physically sound descriptions of many systems. 

ETB can be understood as an approximate version of the LCAO theory. 
It is generally defined as the use of a minimal atomic basis set neglecting 
inter-atomic overlaps, i.e., the overlap matrix defined in (1.145) is equal to 
the unit matrix. The secular equation thus becomes 

detlH - sIl = O , (1.147) 

where 1 is the unit matrix. The resolution of the problem then requires the 
knowledge of the Hamiltonian matrix elements. In the ETB these are obtained 
from a fit to the bulk band structure. For this, one always truncates the 
Hamiltonian matrix in real space, i.e., one only includes inter-atomic terms up 
to first, second, or, at most, third nearest neighbors. AIso, in most cases one 
makes use of a two-center approximation as discussed by Slater and Koster 
[56]. In such a case, all Hamiltonian matrix elements ('Pia IHI'Pjp) can be 
reduced to a limited number of independent terms which we can call Hap(i,j) 
for the pair of atoms (i, j) and the orbitals (a,;3). On an S,p basis, valid for 
group IV, III-V, and II-VI semiconductors, symmetry considerations applied 
to the two-center approximation only give the following independent terms 
[56] 
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Fig. 1.5. Indepen­
dent terms of the 
tight binding Hamil­
tonian between s and 
p orbitals 

where s stands for the s orbital, a the p orbit al along axis i, j with the positive 
lobe in the direction of the neighboring atom, and 7r a p orbit al perpendicular 
to the axis i,j (Fig. 1.5). R,,,,(i,j) is strictly zero in two-center approxima­
tion. With these conventions all matrix elements are generally negative. 

Similar considerations apply to transition metals with s, p and d orbitals. 
Simple rules obtained for the H Ci(3(i,j) in a nearest neighbor's approximation 
are given by Harrison [57]. They are based on the use of free atom energies for 
the diagonal elements of the tight binding Hamiltonian. On the other hand, 
the nearest neighbor's interactions are taken to scale like d- 2 (where d is the 
inter-atomic distance) as determined from the free electron picture of these 
materials. For s, p systems, this gives numerically (in e V) 

10.67 14.02 
Hssa = -~' Hspa = -~ , 

24.69 6.17 ( ) 
H ppa = -~ Hpp", = -----;j2 , 1.149 

where d is expressed in A. 
Viewed as an approximation of LCAO theory, ETB must in principle lead 

to incorrect energy eigenvalues. For instance the direct neglect of inter-atomic 
overlaps in (1.144) leads to band structures which are in general narrower 
than the corresponding LCAO one provided the same Hamiltonian H is used. 
However one can obtain a simple secular equation like (1.147) in various ways. 
One of them is to symmetrically orthogonalize the basis set as in Louie's 
procedure described above. A popular way to achieve this is to use Lowdin's 
procedure [58] in which the orthogonalized basis is defined as 

l'PiCi) = (S-1/2Iep) )iCi • 

This allows to rewrite (1.144) under the following form 

det IS-1/2 HS-1/2 - Efi = O , 

(1.150) 

(1.151) 

formally equivalent to the ETB (1.147). As discussed ab ove , in the semi­
empirical procedures the parameters are determined from a fit to known 
band structures which has allowed empirical rules like those of (1.149) to be 
established. However care must be taken when transferring such parameters 
from the known bulk situation to other cases like point defect problems for 
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instance. The most obvious case is the vacancy where one simply removes 
the atom. To describe this correctly one cannot in principle suppress only 
the matrix elements of S-1/2 HS-1/2 connected to the missing atom but 
one should also take into account the change in the matrix S induced by 
the defect. This point is usually ignored in the ETB calculations of such 
problems. 

Description of Bulk Semiconductors. The parameters discussed above 
in (1.149) nicely reproduce the valence bands of zinc-blende semiconductors 
but poorly describe the band gap and the conduction bands. Improvements on 
this description have been attempted by going to the second nearest neighbors 
[59] or by keeping the nearest neighbors treatment as it is but adding one 
s orbital (labeled s*) to the minimal basis set [60]. The role of this latter 
orbital is to simulate the effect of higher energy d orbi tais which have been 
shown to be essential for a correct simulat ion of the conduction band. The 
quality of such a fit can be judged from Figs. 1.6 and 1.7, which show that 
the lowest conduction bands are reproduced much more correctly than with 
only first-nearest neighbor Sp3 model. 
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Fig. 1.6. Band structure of silicon. Left: first nearest neighbour ETB [61] ; right : 
Sp3S• Vogl 's ETB [60] . GW band structure [65] (dashed line) 
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Fig. 1.7. Band structure of silicon. Left : second nearest neighbor ETB [59]; right: 
third nearest neighbor ETB [64]. GW band structure [65] (dashed line) 
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Although ETB seems in general inferior to the empirical pseudopotential 
method [62] to obtain accurate valence and conduction bands with a small 
number of parameters substantial progress has been achieved over the years. 
For instance, a recent sp3 ETB model [63] induding up to third nearest 
neighbors interactions and three center integrals has been shown to provide 
an excellent fit to the silicon band structure both for the valence and the four 
lower conduction bands. However, as other previous empirical fits, this model 
is less good in describing the curvature of the bands near their extrema. 
For instance it provides a Luttinger parameter Î2 =1.233 (see Sect. 1.3.3) 
instead of 0.320 experimentally and a transverse effective mass m~ = 0.567 
instead of 0.191. As a correct description of these parameters is essential to 
an application to quantum dots, we have recently [64] used the same method 
but we have obtained the parameters by minimizing the error on a weighted 
average of bulk band energies and effective masses taken from an ab initio GW 
calculat ion [65]. The corresponding results are given on Fig. 1.7 and Table 1.1. 
Such a good fit can also be obtained with a first-nearest neighbor sp3d5s* 
model [66] which is also successful for III-V compound semiconductors with 
the same degree of accuracy. 

Table 1.1. Third nearest neighbors ETB parameters for silicon and first nearest 
neighbors ETB parameters for Si-H. Neighbour positions are given in units of a/4 . 
.1 is the spin-orbit coupling parameter 

Si ETB parameters : 

Ess[OOO] -6.17334 eV 
Epp[OOO] 2.39585 eV 

.1 0.04500 eV 

Ess [220] 0.23010 eV 
Esx [220] -0.21608 eV 
E sx [022] -0.02496 e V 
Exx [220] 0.02286 eV 
E xx [022] -0.24379 eV 
Exy [220] -0.05462 eV 
Exy [022] -0.12754 eV 

Si-H ETB parameters : 

0.17538 eV 

Ess[111] -1.78516 eV 
Esx[l11] 0.78088 eV 
Exx[111] 0.35657 eV 
Exy[l11] 1.47649 eV 

Ess[311] -0.06857 eV 
Esx[311] 0.25209 eV 
E sx [113] -0.17098 e V 
Exx[311] 0.13968 eV 
Exx[113] -0.04580 eV 
Exy[311] -0.03625 eV 
Exy[113] 0.06921 eV 

-4.12855 eV 
3.72296 eV 

Total Energies in Tight Binding. Up to now we have discussed how it 
is possible to get one partide eigenstates, obtained by diagonalization of the 
tight binding matrix. However it is also possible to derive an empiric al tech­
nique which allows a determinat ion of total energies. For this let us consider 
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the simpler case of a nearest-neighbor approximation. One then assumes that 
alI independent nearest neighbors Hafj(i, j) vary in the same way as functions 
of the inter-atomic distance Rij , for instance as 

Hafj(Rij) = H~fj exp( -qRij ) , (1.152) 

or also like some inverse power of Rij, see [57]. Then, by summing over the 
energies of filled states, one can obtain the band structure energy EBS as a 
function of the atomic positions. This band structure energy has an attractive 
character. To determine the crystal stability it is necessary to add a repulsive 
part corresponding to terms which have been neglected or counted twice in 
EBs. In a non self-consistent scheme such terms correspond to the repulsion of 
neutral atoms [67]. They are short-ranged and we can simulate them simply 
by Born-Mayer pair potentials: 

(1.153) 

The parameters p, q and Vo are obtained empiricalIy from a fit to the oh­
served cohesive energy, lattice parameter and compressibility. They can then 
be used to calculate phonon dispersion curves and relaxat ion or reconstruc­
tion energies near defects or surfaces. This technique has been applied with 
much success in transition metals [68] as well as in sp bonded semiconductors 
[67]. When applied to silicon for instance, in its simplest version where the 
electronic part is treated in the molecular or bond orbital model, it provides 
a natural justification to the well known Keating Hamiltonian for vibrations 
[67]. It was also shown that a refinement of the technique leads to a quite 
good description of the phonon dispersion curves [69,70]. 

The empirical laws (1.152) and (1.153) have been generalized to alIow 
more quantitative ETB simulations of total energies versus local environment 
especialIy for transition metals and covalent semiconductors. A summary of 
the present state of the art in this field can be found in [71]. 

Screening in ETB. One can perform quite efficient calculations of screening 
in ETB for systems which cannot be handled by ab initio methods, e.g. for 
clusters with size larger than ~ 1 nm. The basic assumption is the neglect of 
differential overlap used long time ago for the description of molecules [72]. 
It corresponds to the fact that Coulomb integrals of the type (1.15) in a basis 
of atomic orbitals 'Pia (i = atom index, a = orbit al index) folIow the rule 

(ia,j,6lvlk'Y, l8) = (ia,j,6lvlia,j,6)8ia ,k"(8j fj,lo , 

= J l'Pia(rW Ir ~2 r'll'Pjfj(r'Wdrdr'8ia,k"(8jfj,IO . 

(1.154) 

The remaining Coulomb integrals are usualIy simplified to 

J l'Pia(rW Ir ~ r'll'Pjfj(r') 12drdr' = Vij = ~~j if ii- j , 

= Ur if i =j , (1.155) 
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which do not depend on the orbital labels a and (3 but only on the atomic 
index. Ur is an intra-atomic Coulomb energy which can be calculated from 
atomic wave functions. The expression of the electron density n( r) can be 
simplified to 

(1.156) 
i,o: 

since we discard overlaps in Coulomb terms, nio: being the electron populat ion 
of orbit al 'Picx. We now look at what happens to the basic relation of static 
screening described by (1.56) 

W(r,r') = v(r,r') + J v(r,r") onind(r",r')dr", (1.157) 

corresponding to the potential created at r by an electronic test charge at r'. 
In the ETB view, the test charge must be located on atom j, i.e. distributed 
on the !'Pjo:(r)j2. Multiplying (1.157) by this distribution and integrating over 
r' we get: 

W(r, Rj) = v(r, Rj) + J v(r, r") Onind(r", Rj)dr" . 

We now expand Onind as in (1.156) to get: 

W(r, Rj) = v(r, Rj) + L v(r, R k) onk(Rj) . 
k 

(1.158) 

(1.159) 

The final step is just to multiply by ! epio: (r)j2 and integrate over r which 
gives 

Wij = Vij + L Vik Onkj . 
k 

(1.160) 

This means that the continuous equation (1.157) has now been discretized 
over the atoms replacing integral equations by products of matrices. We can 
now linearize the Onkj with respect to the W1j in terms of a polarizability 
matrix X 

Onkj = L Xkl Wl j , 
1 

(1.161 ) 

which is an obvious transposition. The whole formulation is now in terms of 
matrices and one can write as usual W = E-IV, E = 1 - vx now requiring 
matrix multiplicat ion and inversion. The enormous advantage is that the size 
of the matrices is N x N, N being the number of atoms. This can be applied 
to pretty large systems as will be shown by the GW calculations performed 
in this way for nanocrystals (Sect. 4.4). 
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1.3.2 The Empirica! Pseudopotential Method 

The full atomic potentials produce strong divergences at the atomic sites in 
the solid. These divergences are related to the fact that these potentials must 
produce the atomic core states as well as the valence states. However, the core 
states are likely to be quite similar to what they are in the free atom. Thus 
the use of the full atomic potentials in a band calculat ion is likely to lead to 
unnecessary computational complexity since the basis states will have to be 
chosen in such a way that they describe localized states and extended states 
at the same time. Therefore, it is of much interest to devise a method which 
allows us to eliminate the core states, focusing only on the valence states of 
interest which are easier to describe. This is the basis of the pseudopotential 
theory. 

The pseudopotential concept started with the orthogonalized plane wave 
theory [73]. Writing the crystal Schrodinger equation for the valence states 

(T + V) Illi) = Eilli) , (1.162) 

one has to recognize that the eigenstate Illi) is automatically orthogonal to the 
core states le) produced by the same potential V. This means that Illi) will be 
strongly oscillating in the neighborhood of each atomic core, which prevents 
its expansion in terms of smoothly varying functions, like plane waves, for 
instance. It is thus interesting to perform the transformat ion 

Illi) = (1 - P) l<p) , (1.163) 

where P is the projector onto the core states 

P= Lle)(el. (1.164) 
e 

Iw) is thus automatically orthogonal to the core states and the new un­
known l<p) does not have to satisfy the orthogonality requirement. The equa­
tion for the pseudo-state l<p) is: 

(T + V)(l - P)I<p) = E(l - P)I<p) . (1.165) 

Because the core states le) are eigenstates of the Hamiltonian T + V with 
energy Ee, one can rewrite (1.165) in the form 

(1.166) 

The pseudo-wave function is then solution of a Schrodinger equation with 
the same energy eigenvalue as Illi). This new equation is obtained by replacing 
the potential V by a pseudopotential 

(1.167) 
e 
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This is a complex non-local operator. Furthermore, it is not unique since 
one can add any linear combinat ion of core states to I'P) in (1.166) without 
changing the eigenvalues. There is a corresponding non-uniqueness in Vps 

since the modified I 'P) will obey a new equation with another pseudopoten­
tiaI. This non-uniqueness in Vps is an interesting factor since it can then be 
optimized to provide the smoothest possible I'P), aHowing rapid convergence 
of plane wave expansions for I'P). This will be used directly in the empiric al 
pseudopotential method. 

First-principle pseudopotentials have been derived for use in quantitative 
calculations [74]. First of aH, they are ion pseudopotentials and not total 
pseudopotentials as those discussed above. They are deduced from free atom 
calculations and have the foHowing desirable properties: 

- real and pseudo-valence eigenvalues agree for a chosen prototype atomic 
configurat ion 

- real and pseudo-atomic wave functions agree beyond a chosen core radius 
re 

- total integrated charges (norm conservat ion) 
- logarithmic derivatives of the real and pseudo wave functions and their 

first energy derivatives agree for r > re. 

These properties are crucial to have optimum transferability of the 
pseudopotential among a variety of chemical environments, aHowing self­
consistent calculations of a meaningful pseudo-charge density. 

Let us now discuss the empirical pseudopotential method (EPM) which 
consists in a plane wave expansion of the wave function plus the use of a 
smooth pseudopotentiaI. In EPM one assumes that the self-consistent crystal 
pseudopotential can be written as a sum of atomic contributions, i.e., 

V(r) = I>a(r - Rj - ra) , (1.168) 
j,a 

where j runs over the unit ceHs positioned at Rj and a is the atom index, the 
atomic position within the unit ceH being given by ra. Let us first as sume 
that the Va are ordinary functions of r a or, in other words, that we are 
dealing with local pseudopotentials. In that case the matrix elements of V 
between plane waves become 

(k + GlVlk + G') = ~Lei(G'-G)'TQ J va(r)ei(G'-G)'Tdr, 
a 

(1.169) 

where [2 is the volume of the unit ceH. Suppose that there can be identical 
atoms in the unit ceH. Then the sum over acan be expressed as asum over 
groups f3 of identical atoms with position specified by a second index "1 (i.e. 
r a = r ,(3)' CaHing n the number of atoms in the unit ceH we can write 

(k + GlVlk + G') = L Sf3(G' - G)vf3(G' - G) , 
f3 

(1.170) 
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where Sf3 and vf3 are, respectively, the structure and form factors of the 
corresponding atomic species, defined by 

Sf3(G) = ~ L. eiG.r-yiJ (1.171 ) 
'Y 

and 

vf3(G) = ~ J vf3(r)eiG.r dr . (1.172) 

In practice, EPM treats the form factors vf3(G) as disposable parameters. 
In the case where vf3(r) are smooth potentials their transforms vf3(G) will 
rapidly decay as a function of [G[ so that it may be a good approximation to 
truncate them at a maximum value Ce. For instance, the band structure of 
tetrahedral covalent semiconductors like Si can be fairly well reproduced using 
only the three lower Fourier component v([G[) of the atomic pseudopotential. 
There are thus two cut-off values for [G[ to be used in practice: one, CM , 

limits the number of plane waves and thus the size of the Hamiltonian matrix; 
the other one, Ce, limits the number of Fourier components of the form 
factors. We shall later give some practical examples. 

The use of a local pseudopotential is not fully justified since, from (1.166), 
it involves, in principle, projection operators. It can be approximately jus­
tified for systems with s and p electrons. However, when d states become 
important, e.g. in the conduction band of semiconductors, it is necessary to 
use an operator form with a projection operator on the 1-2 angular compo­
nents. 

Let us now discuss the application of EPM to purely covalent materials 
like silicon or germanium. The basis vectors of the direct zinc-blende lattice 
are a/2 x (110), a/2 x (011) and a/2 x (101). The corresponding basis vectors 
of the reciprocal lattice are 27r / a x (111), 27r / a x (111) and 27r / a x (111). The 
reciprocallattice vectors G which have the lowest square modulus are given 
in Table 1.2. 

Table 1.2. Reciprocal lattice vectors G with the lowest modulus in the case of a 
zinc-blende lattice 

;,. (G) U~,)2 G 2 

000 O 

111 3 

200 4 

220 8 

311 11 
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For elemental materials like Si and Ge there is only one form factor v( G) 
but we have seen in (1.170) that the matrix element of the potential involves 
a structure factor which is given here by 

S(G) = cos(G· 'T) , (1.173) 

where the origin of the unit cell has been taken at the center of a bond 
in the (111) direction and where 'T is thus the vector a/8(111). For local 
pseudopotentials this matrix element (k+GlVlk+G') can be written V(G) 
and is thus given by: 

V(G) = v(G) cos(G· 'T) . (1.174) 

The structure factor part is of importance since, among the lowest values 
of IGI quoted in Table 1.2, it gives zero for 271"/a(200) . If one indexes V(G) 
by the value taken by the quantity (a/27r)2G2, then only the values V3 , V8 

and Vu are different from zero. It has been shown [75J that the inclusion 
of these three parameters alone allows to obtain a satisfactory description 
of the band structure of Si and Ge. This can be understood simply by the 
considerat ion of the free electron band structure of these materials which is 
obtained by neglecting the potential in the matrix elements of the Hamilto­
nian between plane waves. The eigenvalues are thus the free electron energies 
n,2 1k + G12/2mO which, in the fcc lattice, lead to the energy bands plotted 
in Fig. 1.8. The similarity is striking, showing that the free electron band 
structure provides a meaningful starting point. 

The formation of gaps in this band structure can be easily understood at 
least in situations where only two free electron branches cross. To the lowest 
order in perturbation theory, one will have to solve the 2 x 2 matrix 

10 

>0 
2-
UJ 

-5 

-10 

1 2~O Ik + GI2 

V(G' - G)* 

r x w 

V(G' - G) I 
2~o Ik + G'1 2 . 

L r K 

(1.175) 

10 

>0 
2-
UJ 

-5 

-10 

x r x w L r K x 

Fig. 1.8. Correspondence between free-electron (right) and empirical pseudopoten­
tiaI (lefi) (76) bands, showing how the degeneracies are lifted by the pseudopotential. 
GW calculation [65) (dashed line) 
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The resulting eigenvalues are 

fi2 [Ik + GI2 + Ik + G'12] 
E(k) = 2mo 2 
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Fig. 1.9. Opening of a gap 
in the nearly free electron 
method. The two free electron 
branches (dashed line) are 
split by the potential Fourier 
component (straight line) 

± (~ Ik + G'12 -Ik + G12)2 + IV(G' _ G)12 
2mo 2 

(1.176) 

whose behavior as a function of k is pictured in Fig. 1.9. The conclusion is 
that there is formation of a gap at the crossing point equal to 21V (G' - G) 1. 
Note that for this to occur the crossing point at k = -(G' + G)/2 must lie 
within the first Brillouin zone or at its boundaries. For points where several 
branches cross, one will have a higher order matrix to diagonalize but this will 
generally also result in the formation of gaps. This explains the differences 
between the free electron band structure and the actual one in Fig. 1.8. 

The number of parameters required for fitting the band structures of com­
pounds is different in view of the fact that there are now two different atoms 
in the unit cell with form factors VA(G) and vs(G). The matrix elements 
V (G) of the total pseudopotential will thus be expressed as 

V(G) = VS(G) cos(G· r) + iVa(G) sin(G· r) , (1.177) 

where V S and va are equal to (VA + vs)/2 and (VA - vs)/2, respectively. 
The number of fitting parameters is then multiplied by 2, the symmetric 
components V3s , Vs, and VIsI being close to those of the covalent materials and 
the antisymmetric components being V3a , V4a and VIÎ since the antisymmetric 
part of Vs vanishes. 

1.3.3 The k . p Description and Effective Masses 

The concept of effective masses near a band extremum is very powerful to 
describe hydrogenic impurities in semiconductors [77]. This will prove still 
more important for heterostructures and nanostructures that we discuss in 
the next chapter. In any case it is highly desirable to provide a general frame­
work to analyze this problem. This is obtained directly via the k . p method 
which we present in this section. 
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The basis of the method is to take advantage of the crystalline structure 
which allows us to express the eigenfunctions as Bloch functions and to write 
a Schrodinger-like equation for its periodic part. We start from 

{L + v} eik.ruk(r) = E(k)e1k.ruk(r) , (1.178) 
2mo 

where we have written the wave function in Bloch form. We can rewrite this 
in the following form 

{ (P+fik)2 +V}Uk(r)=E(k)Uk(r) (1.179) 
2mo 

which is totally equivalent to the first form. To solve this, we can expand the 
unknown periodic part Uk (r) on the basis of the corresponding solutions at 
a given pointy k o, which we labeI Un,ka(r): 

(1.180) 
n 

The corresponding solutions are the eigenstates and eigenvalues of the 
matrix with the general element 

/ I (p + fik)2 I ) An,n,(k) = \ Un,ka 2mo + V Un',ka . (1.181 ) 

We now use the fact that Un,ka is an eigenfunction of (1.179) for k = ko, 
with energy En(ko). This allows us to rewrite (1.181) in the simpler form 

An,n,(k) = {En(ko) + 2~o (k - ko)2} on,n' 

fi(k - ko) 
+ Pnn,(ko) , (1.182) 

mo 

with 

Pnn,(ko) = (un,kalplun',ka) . (1.183) 

Diagonalization of the matrix A(k) given by (1.182) can give the exact 
band structure (an example of this is given in [78]). However, the power 
of the method is that it represents the most natural starting point for a 
perturbation expansion. Let us illustrate this first for the particular case of 
a single non-degenerate extremum. We thus consider a given non-degenerate 
energy branch En(k) which has an extremum at k = k o and look at its value 
for k close to k o. The last term in (1.182) can then be considered as a small 
perturbation and we determine the difference En(k)-En(ko) by second order 
perturbation theory applied to the matrix A(k). This gives 

fi2 
En(k) = En(ko) + -(k - kO)2 

2mo 
fi2 " [(k - k o) . Pnn'] [(k - k o) . Pn'n] +- L..J (1.184) m6 '-1. En(ko) - En' (ko) , 

n +-n 
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which is the second order expansion near k o leading to the definit ion of the 
effective masses. The last term in (1.184) is a tensor. Calling Oa its principal 
axes, one gets the general expression for the effective masses m~: 

(1.185) 

This shows that when the situat ion practically reduces to two interacting 
bands, the upper one has positive effective masses while the opposite is true 
for the lower one. This is what happens at the r point for GaAs, for instance. 

Another very important situation is the case of degenerate extremum at 
the top of the valence band in zinc-blende materials which occurs at k = O. 
For k ţ::;j O, the last term of (1.182) can stiH be treated by the second order 
perturbation theory. By letting i and j be two members of the degenerate 
set at k = O and l any other state distant in energy, we now must apply 
the second order perturbation theory on a degenerate state. As shown in 
standard textbooks [79], this leads to diagonalization of a matrix 

A(2l (k) = [E(O) + ~k2] 8 + ~ L (k· Pil)(k· Plj) 
tJ t 2mo tJ m6 1 Ei(O) - E1(0) . 

(1.186) 

The top of the valence band has threefold degeneracy and its basis states 
behave like atomic p states in cubic symmetry (i.e. like the simple functions 
x, y, and z). The second order perturbation matrix is thus a 3 x 3 matrix 
built from the last term in (1.186) which, from symmetry, can be reduced to 
[80-83] 

(1.187) 

where L, M, and N are three real numbers, all of the form: 

~ L (k· Pil) (k· Plj) 
m6 1 Ei(O) - E1(0) . 

(1.188) 

It is this matrix plus the term fi2k2/(2mO) on its diagonal which define 
the matrix to be applied in effective mass theory to a degenerate state. U p 
to this point we have not included spin effects and in particular spin orbit 
coupling, which plays an important role in systems with heavier elements. 
If we add the spin variable, the degeneracy at the top of the valence band 
is double and the k . P matrix becomes a 6 x 6 matrix whose detailed form 
can be found in [84-86] and is given in Sect. 2.2.1. One can slightly simplify 
its diagonalization when the spin orbit coupling becomes large, from the fact 
that 

(1.189) 
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where J = L + S. Because here L = 1 and S = 1/2, J can take two values 
J = 3/2 and J = 1/2. From (1.189), the J = 3/2 states will lie at higher 
energy than the J = 1/2 ones and, if the spin orbit coupling constant is large 
enough, these states can be treated separately. The top of the valence band 
will then be described by the J = 3/2 states leading to a 4 x 4 matrix whose 
equivalent Hamiltonian has been shown by Luttinger and Kohn [87] to be 

H ~ ~: { (~l + ~~2) k; - ~2 ~ k~J~ 
_ "" k k JaJ(3 + J(3Ja } 

'/'3 ~ a (3 2 ' 
af-(3 

(1.190) 

where 0:, {3 = x, y or z. 
Finally, as shown by Kane [80,81], it can be interesting to treat the bottom 

of the conduction band and the top of the valence band at k = O as a quasi­
degenerate system, extending the above described method to a full 8 x 8 
matrix which can be reduced to a 6 x 6 one if the spin orbit coupling is large 
enough to neglect the lower valence band. 



2 Quantum Confined Systems 

The electronic structure of bulk semiconductors is characterized by delocal­
ized electronic states and by a quasi continuous spectrum of energies in the 
conduction and valence bands. In semiconductor nanostructures, when the 
electrons are confined in small regions of space in the range of a few tens 
of nanometers or below, the energy spectrum is profoundly afIected by the 
confinement, with in particular: 

- an increase of the width of the bandgap 
- the allowed energies become discrete in zero-dimensional (OD) systems and 

form mini-bands in 1D and 2D systems. 

Quantum confinement efIects are present in a wide range of systems, e.g. 
in quantum wells, wires or dots grown by advanced epitaxial techniques, in 
nanocrystals produced by chemical methods or by ion implantation, or in 
nanodevices made by state-of-the-art lithographic techniques. This chapter 
is devoted to the calculation of quantum confinement efIects. We begin with 
a simplified description based on the efIective mass approximation (EMA). 
Then we describe more elaborate methods which allow to get accurate re­
sults. We present the results of tight binding calculations on nanostructures 
of direct and indirect bandgap semiconductors. We compare with the predic­
tions of other methods described in Chap. 1, discussing the advantages and 
the limits of each one. We also provide analytic expressions for the confine­
ment energies in a large number of semiconductor nanocrystals. Finally, we 
consider the case of amorphous silicon clusters, to emphasize the interplay 
between disorder and confinement efIects. 

2.1 Quantum Confinement and Its Consequences 

In this section we describe the efIects of the quantum confinement in idealized 
nanostructures using simplified treatments mainly based on the EMA. 

2.1.1 Idealized Quantum Wells 

We discuss here the case of square quantum wells, such as those grown 
by epitaxial techniques. We consider a well made of a semiconductor I 
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(-Lz /2 :::; Z :::; Lz /2) sandwiched between barrier layers of material II such 
as the electrons or the holes are confined in the well. Basically, a common 
way to achieve this is to use for material II a semiconductor or an insulator 
with a bandgap much larger than in the well. The quantum mechanical de­
scription of quantum wells is considerably simplified using the fact that the 
carriers experience a potential which is almost identical to that of perfect 
materials I and II in the well and the barriers, respectively. The difference 
between the potential in the barrier and in the well defines the confining 
potential Vconf (r) which is commonly approximated by a square potential 
only depending on the coordinate z (Fig. 2.1). Within this approximation, 
the calculation of the lowest electronic states or of the highest hole states 
has been extensively done using the envelope function approach [86,88,89], 
i.e. using k· por EMA (Chap. 1). A basic assumption in these treatments is 
that the confining potential does not mix the wave functions from different 
bands, except those which are degenerate. In the simplest case of conduction 
band states in direct gap semiconductors like GaAs or InP, it can be shown 
[86,90] that the electron wave function takes approximately the form 

(2.1) 

where u~!I is the Bloch wave function at the minimum of the conduction band 
in the material I or II. cjJ(r) is an envelope function solution of a Schrodinger­
like equation 

(- 2~* L1 + Vconf(Z)) cjJ(r) = EcjJ(r) , (2.2) 

where m* is the conduction band effective mass which in principle is material 
dependent. The origin of the energy corresponds to the bot tom of the conduc­
tion band of material I. The eigenfunctions are separable in x , y, Z directions 

'--___ --''----___ --1 V = O 

-U2 O 
z 

U2 

Fig. 2.1. Potential profile and low­
est envelope functions Xl(Z) (straight 
line) and X2 (z) (dashed line) in an in­
finite square well (Vo -+ 00) 
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because Vconf only depends on z. Thus the solutions of the Schrodinger equa­
tion have the following form 

fi2k2 

Ckn = -2- +c~, 
m* 

A. () _ 1 ik.p () 'f'kn r - ..;se Xn Z , (2.3) 

where k = (kx, ky), k = Ikl, p = (x, y), S = LxLy is the sample area and n 
is an integer. The electrons are free to propagate in the x and y directions. 
The functions Xn(z) are solutions of the lD equation in the z direction 

(2.4) 

The solutions Xn(z) are bound states if c~ is smaller than the potential 
in the barriers and is unbound otherwise [86]. The resolution of (2.4) further 
requires continuity conditions at the interfaces. One usually imposes that 
Xn(z) and (l/m*)(8Xn(z)/8z) must be continuous. The condition of conti­
nuity of (l/m*)(8Xn(z)/8z) is required by the conservation of the partide 
current. If the confining potential is large in the barriers, the problem for the 
lowest states can be approximated by the simpler one of an infinite square 
well 

Vconf(Z) = O if - Lz/2 ::; z ::; Lz/2 , 

Vconf (z) -+ 00 otherwise , 

and the solutions are 

c~ = 2~* (~:r ' 
Xn(z) = fEsin (n;zz) 

Xn(z) = fEcos (n;zz) 

for even n , 

for odd n. 

(2.5) 

(2.6) 

The quantity fi27r2 /(2m* L~) is equal to ~ 150 meV with Lz = 100 A 
and m* = O.lmo. Equation (2.3) shows that the 2D confinement leads to 
the formation of subbands at each energy c~, the energy fi2k2 /(2m*) in a 
subband corresponding to the kinetic energy for the in-plane mot ion of the 
carrier. The effect of the confinement on the electronic structure is evidenced 
in the density of states P2D(c), i.e. the number of allowed states per unit 
energy around a given energy c. Using (2.3), we obtain 

(2.7) 
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where the factor 2 stands for the spin degeneracy. Applying cyclic boundary 
conditions in the x and y directions, we have 

27r 27r 
kx = nx Lx ' ky = n y Ly (2.8) 

The summation over kx , ky in (2.7) can be converted to an integrat ion 
and finally 

m*S 
P20(c) = 7rfi2 L 8(c - c~) , (2.9) 

n 

where 8(x) is the step function (= 1 if x > O, = O otherwise). Thus the 
density of states in a 2D system is a staircase function (Fig. 2.2), with a 
discontinuity at each energy c~, whereas at 3D it is a continuous function of 
the energy 

m*[2 ~ 
P30(c) = 7r2fi2 V 1i?c , (2.10) 

where [2 is the volume of the system. On Fig. 2.2, we compare P20 calculated 
for an infinite square well using the energies given in (2.6) with P30 calculated 
for the same volume of material ([2 = LzS). When going from 3D to 2D, 
the density of states is reorganized into steps. In particular, P20(c) = O 
for c < CI in contrast to P30(c). With a similar situation for holes (but the 
calculat ion of the eigenstates is more complex in the valence band) , we deduce 
an important consequence of the confinement: the width of the bandgap is 
increased compared to the bulk. In EMA, the confinement energy, i.e. the 
difference between the gap at 2D and 3D is proportional to 1/ L;. A large 
number of physical properties are altered by the 2D confinement (see for 
example reviews [86,91]). Among them, it is worth noticing : the blue-shift 
of the photoluminescence energy and of the optical absorption threshold in 

9 

.~ 8 
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Fig. 2.2. Density of 
states for an infinite 
square well (straight 
line) of width Lz and 
of area S compared 
to the one for the 
bulk material ( dashed 
line) with the same 
volume [! = SLz (L z 

= 100 A, m* = 0.1 
ma) 
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quantum wells compared to the bulk semiconductor. It is also important 
to point out that the 2D density of states is finite at the bottom of the 
lowest subband whereas the 3D one is equal to zero, which has fundamental 
consequences on the properties of 2D systems, for example for the gain of 
semiconductor quantum welllasers [92]. 

2.1.2 Idealized Quantum Wires 

In wires, the confinement now takes place in two directions of space (e.g. x, 
y) and the carrier mot ion is free in the other direction (z). Using a square 
potential for Vconf(X, y), i.e. in the form of Fig. 2.1 along x and y, the problem 
is once again separable into three 1D equations and the solutions become 

h2k2 _ + x + y 
cknxny - 2m* cnx cny ' 

1>knxny(r) = ~eikZXnJX)Xny(Y). (2.11) 

In the case of an infinite square potential, Xnx (x) and Xn y (y) are given in 
(2.6), corresponding to bound states along x and y. The term h2k2 /(2m*) is 
the kinetic energy for the motion of the carrier along the wire axis. Following 
the same approach as for wells, we derive the density of states for a wire of 
length Lz: 

L Lz J2m* x -1/2 PlD (c) = - - (c - C - cy ) . 
7r h2 n x n y 

(2.12) 
nx,ny 

The density of states is equal to zero when C < CI +ci. Thus, the quantum 
confinement leads to an opening of the band gap like in 2D systems but the 1D 
density of states is highly peaked, since it presents singularities at each value 
of c~ + c~ (Fig. 2.3). The lD subbands are of ten referred to as channels, in 
particular when discussing transport properties of quantum wires (Chap. 8). 

Fig. 2.3. Comparison between the density of states at 3D, 2D, 1D and OD 
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This description of the electronic structure of quantum wires is based on a 
picture of non interacting electrons, which is certainly true for semiconducting 
wires. However, in metallic wires, or in semiconducting wires with a high level 
of doping, electron-electron interactions play an important role in contrast 
to 3D metals where electron--electron interactions are strongly screened and 
where the Landau's Fermi liquid theory gives a phenomenological description 
of these systems in terms of the non interacting Fermi gas. In purely 1D 
electron gas (without lateral dimensions) this theory breaks down because 
the one-dimensionality restricts the screening of Coulomb interactions. 1D 
metals are usually described as Luttinger liquids [93,94] where excitations 
of the system correspond to collective motions of the electrons. The physics 
of one-dimensional interacting fermions is presently a very active field of 
research, in particular due to the fact that good metallic wires are now easily 
available for experiments (e.g. carbon nanotubes). 

2.1.3 Idealized Cubic Quantum Dots 

In quantum dots, the confinement takes place in the three directions of space. 
The main consequence is that the electronic spectrum consists in series of 
discrete levels, like in isolated atoms. In the simplest case of a square potential 
like in Fig. 2.1 along x, y and z axes, we easily derive the eigenvalues and 
eigenstates of the EMA equation: 

_ x + y + z cnxnynZ - cnx cny cnz ' 

<PnXnynJr) = Xn,,(X)xny(Y)xnJZ) . (2.13) 

The density of states consists of O functions at the discrete energies: 

(2.14) 
nx,ny,nz 

In the case of an infinite square potential, we have: 

_ n 7r nx ny n z t;2 2 [( ) 2 ( ) 2 ( ) 2] 
cnXnynZ - 2m* Lx + Ly + Lz . (2.15) 

In a cubic dot (Lx = Ly = Lz), the ground state of the system C111 has 
a twofold degeneracy (including spin) and the first excited level (c211, C121, 

c112) is sixfold degenerate. Interestingly, we recover the situation of an atom 
with twofold degenerate S state and sixfold degenerate P state. Thus quantum 
dots are often referred to as artificial atoms. Since the electronic structure 
of these artificial atoms can be tuned by changing their size or their shape, 
quantum dots are particularly attractive building blocks for the development 
of nanotechnologies. 
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2.1.4 Artificial Atoms: Case of Spherical Wells 

The similarity between quantum dots and isolated atoms becomes particu­
larly striking in the case of spherical quantum dots, i.e. when the confining 
potential has a spherical symmetry. For example, nanocrystals in semicon­
ductor doped glasses and colloidal solutions [95-100] of ten have a spherical 
shape. When the passivation of the surface is made in such a way that car­
riers are strongly confined in the nanocrystal, the system is usually correctly 
described by an infinitely deep spherical well where the confining potential 
is 

Vconf ( r) = O if r < R , 

Vconf (r) ---t 00 otherwise , (2.16) 

where R ii'î the radius of the nanocrystal. Due to the spherical symmetry of 
the potential, the orbit al momentum operator L commutes with the Hamilto­
nian and in EMA it is advantageous to rewrite the Schr6dinger-like equation 
for the envelope function cjJ in spherical coordinates: 

[ n2 (1 a ( a) L2) ] 
- 2m* r2 ar \2 ar -""i2 + Vconf(r) cjJ(r,B,cp) = ccjJ(r,B,cp). (2.17) 

The eigenstates are products of the spherical harmonics Yim and of radial 
parts. The solutions are 

cnl = -- ~ , n = 1,2,3 ... , l = 0,1,2 ... , n2 (X )2 
2m* R 

. (Xn1r) ( ) cjJnlm(r,B,cp)=AJl R YimB,cp, (2.18) 

where jl is a spherical Bessel function which is related to a normal Bessel 
function of the first kind with half integer index 

(2.19) 

with in particular jo(x) = sin(x)/x. The coefficients X n1 are the zeros of 
the spherical Bessel functions labeled by an integer n in order of increasing 
energy. Some values of X n1 are given in Table 2.1 for the lowest levels defined 
by n and l. The corresponding levels are shown in Fig. 2.4. The levels can 
be labeled with the usual atomic notation, e.g. lS corresponds to l = O and 
n = 1. Their degeneracy is also the same as in real atoms. However, we 
must note that there is no restriction on the values of l for a given n like 
in free atoms where l < n, which results from the different nature of the 
potentials. 
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Fig. 2.4. Schematic repre­
sentation of the lowest levels 
in an infinite spherical well 
versus the quantum number 1 

Table 2.1. Values of Xnl for the lowest states in a spherical well 

ni Level Xnl 

10 18 3.142 

11 1P 4.493 

12 1D 5.763 

20 28 6.283 

13 1F 6.988 

21 2P 7.725 

2.1.5 Electronic Structure from Bulk to Quantum Dots 

In this section we present the effects of quantum confinement from a different 
point of view using the empirical tight bind ing (ETB) method. The main 
objective is to show how the electronic structure varies when going from the 
bulk to quantum dots, i.e. when going from energy bands to discrete levels. 
In particular, we will see that the distribution of the discrete energy levels in 
quantum dots is connected to the bulk density of states. For simplicity, we 
consider a linear chain of atoms, with one atom per unit ceH of length a. An 
atom j at position Rj is described by a single s orbit al Ij). The Hamiltonian is 
defined by two parameters, an intra-atomic term Es = (jIHlj) and a nearest 
neighbour interaction term (3 = (jIHlj + 1) ((3 < O). Interactions with more 
distant atoms are neglected. The eigenstates of the infinite chain are given 
by the Bloch theorem: 

[Wk) = I: eikRj Ij) . 
j 

(2.20) 

The electronic structure is characterized by a single band of energy dis-
persion: 

Ek = Es + 2(3cos(ka) . (2.21 ) 
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Fig. 2.5. Band structure (lefi) of a linear chain of s orbitals and the electronic 
levels for a finite chain containing 20 atoms ((3 = 1 eV). Density of states for the 
infinite chain (right) 

Figure 2.5 presents the band structure and the corresponding density 
of states which behaves like 1/}1- (c - cs}2/(4(32). Let us consider now 
the case of a finite chain with N atoms (1 :S j :S N). The corresponding 
eigenvalues and eigenstates can be also obtained analytically [101,102] from 
the solutions of the infinite chain. For that purpose, we have just to notice 
that a combination of bulk solutions which vanishes on the atom O and on 
the atom N + 1 is also solution of the finite chain, because the inter-atomic 
couplings are restricted to first nearest neighbors. Combining Illik) and Illi_k), 
we first form wave functions which always vanish on the atom O (setting 
Ro = O): 

Illik') = Illik) - iilli -k) <X L sin(kRj ) Ij) . 
j 

(2.22) 

Secondly, Illik') has a zero weight on the atom N + 1 (RN+1 = (N + 1)a) 
if k = kp such as 

kpRN+l = p7f ::::} kp = (N 71)a with p = 1 ... N . (2.23) 

Using the fact that Illika ) is solution for the energy Ck in (2.21), we obtain 
p p 

that the energy levels of the finite chain are just given by the dispersion 
relation of the infinite chain at discrete values of k. Thus we deduce that the 
distance between allowed energies in quantum dots strongly depends on two 
parameters: 

- on the size which defines the distribution of allowed k points 
- on the density of states in the bulk material. 

Figure 2.5 presents the energy levels for a chain containing 20 atoms: in 
that particular case, the splitting between the levels is smaller near the band 
edges, in agreement with the fact that the density of states of the infinite 
chain diverges at the band edges (this is obviously specific to a 1D system). 
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These conclusions can be generalized to other types of nanostructures, even 
if the calculation of the energy levels is in general more complex than for 
the linear chain where the confined states are simply given by a combination 
of two states of the infinite chain. We will see in the following that in real 
quantum dots the boundary conditions are quite complex due to the shape 
of the surface, due to atomic surface reconstructions and due to chemical 
passivations. For these reasons, the confined states are in general built from 
a combinat ion of a large number of bulk states, mainly derived from the band 
under consideration, but also with a non negligible mixing with states from 
other bands. 

It is important to realize that the discretization of the levels occurs in any 
material. But confinement effects are visible when the energy level spacing 
typically exceeds kT, where T is the temperature. In a bulk metal, the Fermi 
levellies in the center of a band where the density of states is usually impor­
tant. The consequence is that in metal clusters, the level spacing is small, and 
at temperatures above a few kelvin, the physical properties resemble those of 
a bulk metal. Thus confinement effects are observed mainly in clusters con­
taining less than hundreds of atoms [103]. In semiconductors, the Fermi level 
lies between two bands, such that the band edges dominate the low-energy 
optical and electrical behavior. Near the band edges, the density of states is 
usually much smaller, and confinement effects remain visible even for large 
clusters, sometimes containing up to millions of atoms. 

If the problem of the linear chain is studied in EMA, the cosine band 
dispersion is replaced by a parabolic one with the same effective mass at 
k = o. Thus, in finite chains, it is clear that in EMA the energy of the lowest 
states would be almost exact in the limit of long chains compared to ETB 
results because the energy dispersion is well approximated by a parabola at 
low energy. But for upper levels, or even for the lowest ones in the limit of 
small chains, EMA overestimates the confinement because the parabolic band 
acquires too much dispersion compared to the ETB band. Thus we conclude 
on a general ground that EMA (and k . p) is only exact in the limit of large 
nanostructures, when the confinement energy is small, in an energy range 
where the band remains parabolic. 

2.2 Computational Techniques 

This section is concerned with the description of methods for calculat ing the 
electronic structure of semiconductor heterostructures and nanostructures. 
Basic principles of the methods have been presented in Chap. 1. Here we 
concentrate on more technical aspects of the calculations, specific to confine­
ment effects. 
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2.2.1 k· p Method and Envelope Function Approximation 

There exists extensive literature on how to calculate the electronic structure 
of quantum confined semiconductor structures on the basis of the k· p method 
and using the envelope function approximation for the eigenstates. An en­
tire book would not be sufficient to describe all the work done in this field. 
Many levels of approximation have been used, from the simplest one-band 
effective mass approximation (EMA) to a multiband approach [85,86,92], or 
by simplifying the Schrodinger-like equation using approximate cylindrical 
or spherical symmetry of the Hamiltonian. All these approximations are not 
always completely justified, and in any case are restricted to the treatment of 
a small number of problems. In this section, we present the numeric al method 
of G.A. Baraff and D. Gershoni [104,105] for solving the multiband envelope 
functions in OD, 1D and 2D systems composed of different types of semicon­
ductors whose properties, e.g. alloy composition and strain, may vary. The 
method assumes that these material properties only change discontinuously 
across perpendicular planes. This is not a severe restriction since for problems 
where a quantity varies continuously one can use a fine mesh of planes. The 
technique used is Fourier-series expansion of the envelope functions. 

We only consider the case of direct gap semiconductors, where the band 
edges are at k = O. The method presented here is particularly suitable to treat 
III-V and II-VI semiconductor heterostructures and nanostructures made by 
epitaxial techniques, such as AIGaAsfGaAs, InGaAsfGaAs or InGaAsP fInP. 
In the k . p method with the envelope function approximation, the wave func­
tion in each compositionally homogeneous region of the structure is assumed 
to be of the form [87] 

(2.24) 
n 

where the Un (r) are Bloch waves at k = O for the material in a particular 
region. The cPn (r) are the envelope functions, and the summation is restricted 
to bands close to the gap. As shown in Sect. 1.3.3, in general, it is required to 
include eight Bloch functions, two for the s-like conduction band minimum 
(including spin) and six for the p-like valence band maximum. We have seen 
in Sect. 2.1.1 that in one-band EMA the envelope function is solution of a 
Schrodinger-like equation where the electron mass in the kinetic operator is 
replaced by the effective mass m*. Generalizing this in the multiband approx­
imation, the envelope functions are now governed by eight coupled differential 
equations which can be written in the general form 

(2.25) 
n 

where H includes operators acting on the envelope functions. In the basis of 
the eight Bloch waves 18 t), Ix t), Iy t), Iz t), 18 ~), Ix ~), Iy ~), Iz ~) where 
the arrows indicate the spin, the matrix H can be written as 



58 2 Quantum Confined Systems 

H = I_~* S* 1, (2.26) 

where G and rare both 4 x 4 matrices. Following Kane [80,81], we have 

where 

li?k 2 

Ee + 2mo iPkx 

-iPkx E + li? k 2 
- .<1/3 

v 2mo 

-iPky O 

-iPkz O 

G2 = 
Bkykz A'k2 

Bkykz 
Bkxkz 
Bkxky 

L'k; + M(k~ + k;) 

and 

.<1 
GBa =--

3 

N'kxky 
N'kxkz 

O O 
O O 
O -1 

O O 

The matrix r is 

O O O 
.<1 O O O r=-- O O O 3 

O 1 -1 

O O 
O 

O O 
O O 

O 
-1 

O 

iPky 

O 

E + li? k 2 
- .<1/3 

v 2mo 

O 

iPkz 

O 

O 

E + li?k 2 
- .<1/3 

v 2mo 

Bkxky 
N'kxkz 
N'kykz 

(2.27) 

(2.28) 

L'k2 + M(k2 + k 2 ) z x y 

(2.29) 

(2.30) 

(2.31 ) 

Ee and Ev are the band edge energies and .<1 is the spin orbit splitting at the 
top of the valence band. The parameter P is proportional to the momentum 
matrix element between Is) and Ix) 

. fi 
P = -1-(sIPxlx) , 

ma 
(2.32) 

which also defines to the optical matrix elements between the conduction 
band and the valence band (one must be careful that many definitions of the 
parameter P can be found in the literature). The parameters A', B, L', M, 
and N' are defined in [80,81] (L' and N' differ from L and N of the 6 x 6 
Hamiltonian (1.187) which describes only the valence band). They are an 
defined in terms of experimental data such as the bandgap Eg = Ee - Ev, the 
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conduction band effective mass m;, the heavy (mhh (ijk)) and light (mth (ijk)) 
hole effective masses in the (ijk) direction and the split-offband effective mass 
m:o , or in terms of the Luttinger [87] parameters ')'1, ')'2 and ')'3 

ma _ -2 ma 
mhh(1OO) -')'1 ')'2 mth(lOO) =')'1+ 2')'2, 

ma _ -2 ma - +2 
mhh (111) - ')'1 ')'3 mih(l11) - ')'1 ')'3, 

ma = 2ma (AI p2(eg + 2Ll/3)) 
m~ fi2 + eg(eg + Ll) , 

ma 2maP2Ll 
-* = ')'1 + 3~2 ( A) , mso It eg eg + L..l 

fi2 3P2 
L' = --(1 + ')'1 + 4')'2) + Ll ' 

2ma 3eg + 
fi2 

M = --(1 + ')'1 - 2')'2) , 
2ma 
3fi2 3P2 

N' = --')'3 + . 
ma 3eg + Ll 

(2.33) 

In the case of strained crystals, it is possible to add extra terms in the 
8 x 8 Hamiltonian using deformation potentials, i.e. terms which account for 
the variat ion of the band edge energies associated with elastic strains [106]. 
It is also possible to include piezoelectric fields [107]. 

In the set of differential equations (2.25), the symbol kj is interpreted as 
the differential operator 

1 a 
k -+--

J i ax· . 
J 

(2.34) 

Then one assumes that the system is periodic with periods X, Y, Z along 
x, y, z directions respectively. The definit ion of these dimensions is quite 
natural in the case of superlattices for example. In the case of isolated het­
erostructures and nanostructures, one must choose X, Y, Z large enough to 
avoid interactions between the structures. The envelope functions which are 
solutions of (2.25) are expanded in 1D, 2D or 3D Fourier series according 
to whether the system has spatial variat ion in 1D, 2D or 3D [104,105]. An­
other possibility is to use a finite difference method to solve the differential 
equations. The system is divided into different regions which define a mesh 
of perpendicular planes. The parameters of the Hamiltonian matrix are con­
stant in each region but differ from region to region. A special attention must 
be given to the problem of matching envelope functions at the boundaries. 
It was shown [104, 105] that (2.25) leads to an hermitic set of equations if in 
every term in which a material parameter Q and a derivative both appear, 
one makes the replacement 
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Fig. 2.6. Isosurface plots of the charge densities of the electron ground and first 
excited states just below the surface of a cleaved InAs box embedded in GaAs [108]. 
The InAs dot has a truncated pyramid like shape with a 20 nm [100] x [010] square 
base and {lIO} faces 
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(2.35) 

where the spatial dependence Q( r) is written in terms of a step function 8 

Q(X) = QI + (Qn - Qd8(x - xo) , (2.36) 

for an interface between materials I and II at x = xo. Note that the derivative 
of a step function produces a delta function which gives rise to a term in the 
elements of Hmn leading to the usual condition that the normal component 
of the current must be continuous across the interface [104,105]. 

After expansion of the envelope functions as Fourier series, (2.25) is re­
duced to a simple eigenvalue problem, which after projection leads to a set of 
linear equations whose size is equal to eight times the number of plane waves 
in the series. The main advantage of the method is that complex problems 
can be solved, with heterostructures and nanostructures in a wide range of 
sizes (the limitations of k . pare discussed in Sect. 2.3). For example, we 
show in Fig. 2.6 the lowest electron states in a cleaved InAs quantum dot 
embedded in GaAs calculated includ ing the effect of strains on the electronic 
structure [108]. 

2.2.2 Tight Binding and Empirical Pseudopotential Methods 

The empirical tight binding method (ETB) and the empirical pseudopotential 
method (EPM) have been basically described in Sects. 1.3.1 and 1.3.2, respec­
tively. These methods are designed to make the best possible approximation 
to the bulk semiconductor Hamiltonian in the whole Brillouin zone. They in­
volve adjustable parameters that are fitted to experimental data or ab initio 
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band structures. These parameters are then transferred to the nanostructures 
with appropriate boundary conditions. The better the bulk description and 
boundary conditions, the better the electronic structure we expect in nanos­
tructures. In the following, we discuss how to achieve this, insist ing on the 
particular case of spherical Si nanocrystals with their surface passivated by 
hydrogen atoms to saturate the dangling bonds. 

Empirical Tight Binding. We have seen in Sect. 2.1.5 that it is important 
to have a good description of the bands not only over the whole Brillouin 
zone, but also near the band edges, because ETB and k . p must be equiv­
alent in large nanostructures. In Sect. 1.3.1, we have presented such a good 
band structure for Si using a Sp3 ETB model [64] including up to third 
nearest neighbor interactions and three center integrals (Table 1.1). Other 
possibilities are to use a sp3d5s* model restricted to first nearest neighbor 
interactions [66] or a non orthogonal ETB model [109] which give a band 
structure of similar quality. 

To achieve good boundary conditions, it is important to obtain the best 
possible description of the surface or of the interface. In the case of Si 
nanocrystals passivated by hydrogen [64], Si-H parameters have been fitted 
on the SiH4 experimental gap and charge transfer calculated within LDA. H 
atoms are described by their Is orbitals and Si-H parameters are restricted 
to first nearest neighbor interactions (Table 1.1, Sect. 2.1.5). In the case of 
interfaces between two semiconductors, e.g. GaAs/ AIGaAs, one possible pro­
cedure is to fit the ETB parameters in each semiconductor separately, and 
then to shift the intra-atomic energies of one semiconductor with respect to 
the other in order to match the experimental band offsets. The inter-atomic 
terms between the two semiconductors are then estimated using empirical 
rules [110]. 

Empirical Pseudopotentials. The application of the EPM to band struc­
ture has been reviewed in Sect. 1.3.2. The application of EPM to semicon­
ductor nanostructures has been mainly developed by the group of A. Zunger 
[76,111-117]. In the usual EPM, the pseudopotential V(G) is defined only on 
the discrete bulk reciprocallattice vectors. The description of finite quantum 
dots requires a continuous form V(q). For Si, Wang and Zunger [76] used a 
local pseudopotential of the form 

Vsi(q) = al(q2 - a2)/ (a3exp(a4q2) -1) . (2.37) 

A fit to the bulk band structure (shown in Fig. 1.8, Sect. 1.3.2), effective 
masses and the work function gives al = 0.2685, a2 = 2.19, a3 = 2.06 and a4 = 
0.487 in atomic units. The hydrogen pseudopotential was obtained by fitting 
the local density of states of H-covered surfaces obtained from experiments 
and LDA results [76] 

VH(q) = -0.1416 + 9.802 x 1O-3q + 6.231 x 1O-2q2 - 1.895 X 1O-2q3 

when q:S 2, 
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VH(q) = 2.898 x 1O-2/q - 0.3877/q2 + 0.9692/q3 - 1.022/q4 

when q > 2. (2.38) 

The atomic positions can be obtained using ab initio calculations or using 
surface relaxat ion models. Having determined the pseudopotentials and the 
atomic coordinates Ri, it remains to solve the single partide Schrodinger 
equation 

( - 2~o LI + ~ V;(lT - R;I)) <Pj(T) ~ 'j<Pj(T) , (2.39) 

where V;(lrl) is the atomic pseudopotential on the atom i. The nanostructure 
wave functions are expanded in a basis of plane waves 

<pj(r) = LBj(G)eiG.r . (2.40) 
G 

The cutoff energy used with the pseudopotentials of Si and H is 4.5 Ryd. 
The transformat ion between <pj(r) on a real space grid and Bj(G) on a 
reciprocal space grid is done by numeric al Fast Fourier Transform (FFT). 

Numerical Methods to Solve Large Eigenvalue Problems. A consid­
erable advantage of empiric al methods like ETB or EPM compared to ab 
initio ones like LDA is that the Schrodinger equation has not to be solved 
self-consistently. Thus it only remains to calculate the eigenvalues and the 
eigenstates of the Hamiltonian matrix. However, even with this huge simpli­
fication, the size of the matrix directly scales with the number N of atoms 
in the system and one is rapidly facing computational limits. For example, 
in EPM, the description of a nanocrystal containing 1315 Si atoms and 460 
H atoms requires 100 x 100 x 100 real space FFT grid points [76]. In ETB, 
with a sp3 basis for Si and s for H, the size of the matrix is 5720 if spin­
orbit coupling is omitted, and is doubled otherwise. Even if the size of the 
problem in ETB is much smaller than in EPM, in both cases, direct diago­
nalization ar conventional variational minimization methods based on (2.39) 
are impractical [118], mainly because one is forced to calculate all occupied 
eigenstates starting from the lowest one (they usually scale as N 3 ). Thus 
other approaches are required to solve these large eigenvalue problems. 

In ETB, when the shape of the quantum dot is relatively simple (e.g. 
spheres or cubes), it is of ten possible to work in the irreducible representa­
tions of the point group which characterizes the symmetry of the system. 
According to Wigner's thearem, this leads to a block-diagonal Hamiltonian. 
Each block can be diagonalized separately, and the eigenstates of degenerate 
representations can be deduced using simple symmetry operations. In the 
best cases, one can gain a factor up to ten on the size of the largest matrix 
to diagonalize. 

Another considerable simplification is that in many cases we are interested 
only in the highest occupied and in the lowest unoccupied states, around the 
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gap. A few states near the gap can be calculated using a block Lanczos algo­
rithm [119,120] on (H - aI)-l, or a conjugate gradients algorithm [118] on 
(H - aI)2 (folded spectrum method [76]). The folding energy a is set in the 
gap just above the bulk valence band maximum or below the bulk conduc­
tion band minimum to directly catch the highest valence or lowest conduction 
states. In ETB, Jacobi (diagonal) or incomplete Cholesky factorizations [119] 
(LLt) of (H -aI)2 can be used as pre-conditioners for the conjugate gradients 
[64]. In the latter case, the incomplete Cholesky factorization is performed 
on the part of (H - aI)2 having the sparsity pattern of H. Although crude, 
this pre-conditioner can save up to 75% of the iterations needed to reach 
convergence depending on the problem. In EPM, preconditioning of the con­
jugate gradient scheme is described in [121]. Using these methods, EPM can 
be applied to quantum dots up to a size of 4 nm, and ETB up to 15 nm. 

In the case of large semiconductor nanostructures (size ;::: 10 nm) embed­
ded in another semiconductor, when the two materials (1, II) have relatively 
close properties (e.g., InAs quantum dot in GaAs), it is possible to develop 
the nanostructure wave functions in the basis of bulk states u~ k (r) where n 
denotes the band, k the wave vector and a the material (1 or II)'. The number 
of bulk states required for the convergence may be actually quite small, al­
lowing to treat large systems containing millions of atoms. This method has 
been mainly designed for EPM calculations [122], but it can be used similarly 
in ETB. 

2.2.3 Density Functional Theory 

Only a small number of LDA calculations have been applied to the electronic 
properties of nanostructures, mainly to Si wires and quantum dots. The main 
limitation is the computation time which increases rapidly with the number 
of atoms. Typically, LDA calculations using plane wave basis are limited to 
a maximum of 50 atoms [123-126], and more recently to 363 atoms using 
soft pseudopotentials and improved algorithms [127]. Using a basis of atomic 
orbitals more adapted to finite systems and using clusters with high symme­
try, it is possible to treat up to 1000 atoms [128] (more elaborate treatments 
which include self-energy corrections and excitonic effects will be discussed 
in Chap. 4). 

Another problem in LDA is that the bandgap of bulk semiconductors 
is underestimated, because LDA - and DFT in general - is not applicable 
to the calculation of excited states (Sect. 1.2). However, optical spectra of 
bulk semiconductors are improved in LDA if a rigid shift is applied to the 
conduction states with respect to the valence ones to get the correct gap. 
Thus, a common approximation is to apply the same shift to the LDA gap 
of nanostructures. Justifications of this empirical procedure are discussed in 
Chap.4. 



64 2 Quantum Confined Systems 

2.3 Comparison Between Different Methods 

The most widely used techniques to calculate the electronic levels in nanos­
tructures are the EMA and its extension the multiband k . p method. They 
have been particularly successful in the case of heterostructrures [86,92]. Re­
markable results have also been obtained in describing the absorption [129], 
hole burning [130] and photoluminescence excitation spectra [131] in CdSe 
nanocrystals. However, it is well-kown that k·p has intrinsic limitations [112-
114] which we analyze in this section. We also compare the predictions of the 
different methods to calculate quantum confinement energies. 

We consider the case of Si quantum dots but conclusions can be gener­
alized to other semiconductors. We first compare ETB and k . p results for 
spherical and cubic Si dots presented in Fig. 2.7. The energy of the highest 
occupied state and lowest unoccupied state are plotted versus the effective 
diameter d of the dot, which for a cube is the diameter of the sphere with 
the same volume. The ETB sp3 model [64] applied here is described in Sect. 
1.3.1: it includes up to third nearest neighbor interactions and three center 
integrals (Table 1.1). Spin-orbit coupling is taken into account. Since Si has 
an indirect bandgap, we assume in k . p uncoupled valence band maximum 
and conduction band minima. The valence band is described with a six band 
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k . p model (Dresselhaus- Kip- Kittel Hamiltonian [83]) taking into account 
the large valence band anisotropy of Si and spin-orbit coupling. The input 
parameters are the three Luttinger parameters ,1,,2, 13, and spin- orbit split­
ting .1. The six conduction band minima along rx directions are assumed 
uncoupled and are described in single band EMA. The input parameters are 
the longitudinal and transverse effective masses mi and m;, and the bulk 
bandgap energy Eg(OO). Because k . p is not an atomistic description, there 
is no thorough way to provide a potential consistent with ETB boundary 
conditions. Thus an infinite barrier is assumed in k . p calculations, and its 
position is chosen in such a way that the volume of the system is equal to 
the total volume occupied by the Si atoms. 

For consistent comparison, the Luttinger parameters and conduction band 
effective masses are deduced from the ETB band structure, even if they are 
very close to experimental ones as discussed in Sect. 1.3.1. The k . p and 
ETB valence bands of bulk Si are shown in Fig. 2.8. In k . p the valence 
bands tend to acquire too much dispersion because they miss couplings with 
other states which are not included in the model [114]. The mean difference 
between ETB and k . p valence bands is less than 10% in a rv 250 me V 
range. In the same way, the conduction band acquires too much dispersion 
compared to ETB, especially in the transverse directions (not shown). The 
mean difference between ETB and EMA conduction bands is less than 10% 
in a rv 200 meV range. 

There is striking evidence for over-confinement of k . p compared to ETB 
in Fig. 2.7. As shown in [64], k . p predictions obviously get worse from films 
(2D) to wires (ID) and dots (OD). In spherical Si dots, the error on the 
confinement energy Eg(d) - Eg(OO) is larger than 25% for d < 8.5 nm, and 
50% for d < 4.5 nm. It is stiH 15% for d '::o:' 12 nm. The use of a multiband 
semi-empirical method such as ETB or EPM is therefore recommended in 
the 5-12 nm range for Si clusters. Indeed, the sp3 ETB model is not more 
difficult to solve than the six band k . p model in this range, when valence 
band anisotropy and spin- orbit coupling are taken into account. 
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Fig. 2.8. Bulk Si valence band structure within six band k . p (dashed line) and 
ETB models (stmight line). ETB Luttinger parameters are used for consistent com­
parison 
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There are basically three reasons why k . p overestimates confinement 
energies with respect to ETB. The main reason is that in k· p valence bands 
and conduction bands tend to acquire too much dispersion far from the edges 
(Fig. 2.8). Over-confinement gets worse in small nanostructures that couple 
Bloch states far from the extrema, and for higher excited states. For example, 
we present in Fig. 2.9 the projection of the three lowest electron states of Al 
symmetry in a spherical Si dot of diameter d = 4.89 nm. The confinement 
of the wave functions in real space leads to a spread of their projection in 
momentum space. In Fig. 2.9, the width of the main peak for the lowest 
state is proportional to l/d and extends over the whole Brillouin zone in the 
smallest nanostructures. Higher excited states, that have nodal planes in the 
wavefunction, thus exhibit multiple peaks that extend further in reciprocal 
space, beyond the range of validity of k . p and EMA descriptions of the bulk 
dis pers ion curves. 

The next reason is the coupling between bulk bands in nanostructures 
[114]. Indeed, k . p assumes that hole states can be decomposed on the six 
highest bulk valence bands. ETB calculations show that the hole states have 
non zero projections on other bands, in particular on conduction bands [64]. 
Interband coupling increases with decreasing nanostructure size. 

The last reason is the lack of correct boundary conditions in k . p. ETB 
calculations show [64] that electron and hole states may be partly delocalized 
over hydrogen atoms in small dots. Therefore, hydrogen atoms will contribute 
to the confinement energy. 

We now proceed to the comparison between ETB, EPM and LDA 
techniques concerning the prediction of the bandgap Eg(d) versus size d 
(Fig. 2.10). ETB [64], EPM [76] and LDA [128] results for Si are in very 
good agreement. Note that LDA values include a rigid shift of 0.6 eV since 
it is known that LDA underestimates the bulk bandgap by this amount. 
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lowest unoccupied states 
(LUS) of Al symmetry in a Si 
spherical dot of diameter d = 
4.89 nm. The decomposition 
is performed along rx on 
the two lowest conduction 
bands. Results are shown in 
an extended zone scheme, 
the first conduction band 
being on the left of the X 
point, the second one on the 
right. Right part: same on 
the first conduction band in 
the transverse direction 
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Fig. 2.10. Confinement en­
ergy Eg(d) - Eg(OO) in spher­
ical Si dots calculated in sp3 
tight binding (TB) [64], using 
empirical pseudopotentials 
(PP) [76] and in LDA [128] 

Similar agreement is obtained between ETB, EPM and corrected LDA in 
other semiconductors [132- 134]. However, one can wonder why semi-empirical 
techniques should provide quantitative estimates of Eg(d) [135]. This ques­
tion is of primary importance since there exist other ETB calculations for Si 
nanocrystals which provide significantly lower values for the gap [136,137]. 
The basic point is that semi-empirical calculations are based on the postu­
late of transferability of the parameters from the known bulk band structure 
to the unknown nanostructure case. Thus, an essential criterion by which a 
particular semi-empirical model can be judged is how well it describes the 
bulk band structure. In this regard ETB and EPM models of [64,76] both 
give extremely good fits to the Si band structure. On the contrary, the sp3s* 
model of [136, 137] gives in comparison a very poor description of the con­
duction band which is much too Bat, and consequently must underestimate 
the bandgap, as indeed it does. 

A second criterion for validity of semi-empirical techniques is that bound­
ary conditions must be correctly simulated in the model. In ETB [64] and 
EPM [76] , the surfaces of the Si nanocrystals are passivated by hydrogen 
atoms described by appropriate parameters fitted on experimental data or 
on LDA calculations. This procedure is justified by the agreement with the 
gaps calculated in LDA since the LDA Hamiltonian plus a rigid shift of 0.6 
e V of the conduction states with respect to the valence states gives a quite 
accurate representation of the bulk Hamiltonian and also of the Si-H termi­
nations. 

2.4 Energy Gap of Semiconductor Nanocrystals 

The variation with the diameter d of the energy of the lowest unoccupied 
state and of the highest occupied state in Si spherical nanocrystals shown in 
Fig. 2.7 can be well fitted by the following expressions: 
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(2.41) 

where €v(oo) and €e(oo) are the bulk band edges and ac, be , Ce, av , bv , Cv are 
fitting parameters given in Table 2.2. The mean deviation between the curves 
and the calculated points is less than 1%. In the limit of large diameters d, 
the expressions (2.41) behave like 1/d2 as predicted in EMA ar k· p so that 
they can be considered as valid over the whole range of sizes. 

We have performed similar ETB calculations for spherical nanocrystals 
made in series of III-V and II-VI semiconductors. The variat ion of the band 
edges versus size has been also fitted with expressions (2.41) and the cor­
responding parameters are given in Table 2.2. We have considered that the 
passivation of the surfaces is such that surface states do not play a role in the 
confinement energy for nanocrystal with a diameter larger than 2 nm. Thus 
each dangling bond at the surface is passivated by a pseudo hydrogen atom 
which repels surface states far from the band edges (for details see [134]). 

Comparisons between predicted confinement energies and experimental 
results are made in [132, 134, 139], and in Sect. 4.5.3 for Si nanocrystals. 

Table 2.2. Fits to the energy (eV) of the highest occupied state (ROS) and of the 
lowest unoccupied state (LUS) in various semiconductor nanocrystals with diameter 
d (nm) (sp3d5s' ETB model except t : sp3 ETB model). AH semiconductors have 
a zinc-blende structure, except CdSe and ZnO which have a wurtzite structure 

ROS (Valence band) LUS (Conduction band) dEg 

Compound av bv Cv ac be Ce (d = 2 nm) 

Si[134] 0.15001 0.54779 0.074770.20321 0.05673 0.17815 1.463 
Sit [64] 0.16041 0.54395 0.22650 0.17110 0.21798 0.15485 1.295 
Ge[134] 0.06996 0.55904 0.074850.08368 0.18568 0.22206 1.754 
Get [132] 0.06603 0.42691 0.168120.08429 0.20154 0.35840 1.689 
AIP[134] 0.20639 0.61983 0.08272 0.25820 0.00192 0.23835 1.244 
GaP[134] 0.18845 0.64973 0.070950.33262 -0.11812 0.36669 1.147 
InP[134] 0.16151 0.65387 0.05416 0.04535 0.23340 0.20816 1.674 
AIAs[134] 0.17888 0.51807 0.147640.24507 -0.01397 0.26441 1.341 
GaAs[134] 0.12307 0.55643 0.103620.03946 0.22988 0.21366 1.796 
InAs[134] 0.10558 0.67644 0.04419 0.01351 0.23309 0.12564 2.101 
InAst[138] 0.12553 0.65139 0.00829 0.01078 0.24406 0.22099 1.881 
AISb[134] 0.12912 0.89943 -0.06633 0.24907 -0.08260 0.30550 1.297 
GaSb[134] 0.08017 0.63268 0.07146 0.02650 0.33745 0.09540 1.747 
InSb[134] 0.08177 0.74084 0.01190 0.00754 0.19792 0.13959 2.329 
CdSet [139] 0.22573 0.63567 -0.13567 0.08292 0.20721 0.33300 1.417 
ZnOt [140] 0.69299 -0.11936 0.30721 0.13745 0.28596 -0.06061 1.294 
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Results for InAs nanocrystals are discussed in detail in Sect. 4.6.1, showing a 
good agreement between theory and experiments over a wide range of sizes. 

2.5 Confined States in Semiconductor Nanocrystals 

In this section, we briefly discuss the nature of the electron and holes states 
in nanocrystals. 

2.5.1 Electron States in Direct Gap Semiconductors 

We begin with the simplest case of electron states in semiconductors charac­
terized by a single conduction band minimum at k = 0, such as in most III-V 
and II- VI semiconductors. We plot in Fig. 2.11 the evolution of the lowest 
levels in spherical ZnO clusters with wurtzite lattice structure. The energies 
have been calculated in sp3d5s* tight binding includ ing spin- orbit coupling 
[140J. The lowest levels are grouped into multiplets which correspond to the 
1S, 1P, 1D, 2S and 1F states predicted in EMA for the infinite spherical 
well (Sect. 2.1.4). The multiplicity and the ordering of the levels is the same 
as in EMA, but the confinement energies are overestimated in EMA for the 
reasons discussed before. The small energy splittings within each multiplet 
come from the spin--orbit coupling and from the fact that the symmetry of 
the system is not spherical since it must be compatible with the symmetry 
of the lattice of the ZnO crystal. 
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Fig. 2.11. Energy of the lowest states in the conduction band of ZnO spherical 
clusters. The zero of energy corresponds to the bottom of the bulk ZnO conduction 
band. The lines are analytical fits of the lS, 1P, 1D, 2S and 1F levels in order of 
increasing energy using the expression (2.41) with alS = 0.137447, bls = 0.285964, 
CIS = -0.0606154, alP = 0.0685045, blP = 0.145631 , CIP = 0.00965402, alD = 

0.0464297, blD = 0.0741516, ClD = 0.0572599, a2S = 0.0373006, b2S = 0.0722844, 
C2S = 0.05072, alF = 0.030477, blF = 0.06066759 and CIF = 0.0582783 
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Fig. 2.12. Electron density for s (lSe), p (IP e) and d (lDe) conduction states in 
an InAs nanocrystal of diameter d = 6.4 nm. The white dots represent In or As 
atoms, black dots pseudo-hydrogen atoms 

Similar results are obtained in other semiconductors [138,141,142]. The 
identification of the states is confirmed by plotting the density of probability 
(i.e. the square of the wave function), as shown in Fig. 2.12 for a 6.4 nm 
InAs quantum dot. The orbi taIs are close to their EMA counterparts with 
angular components given by the spherical harmonics Yim, in particular for 
the lowest states. For levels higher in energy, it becomes difficult to identify 
the nature of the wave functions due to mixing between almost degenerate 
states. 

2.5.2 Electron States in Indirect Gap Semiconductors 

The situation for electrons in indirect gap semiconductors like Si is more com­
plex, due to the multiplicity of the conduction band minima. In the following, 
we consider Si crystallites bounded by (100) equivalent planes of dimensions 
LxLyLz but similar results are obtained for spherical shapes. We first de­
scribe qualitatively the system in EMA and then we substantiate the results 
using sp3 tight binding calculations [144] . 

In a cubic quantum dot made of a direct gap semiconductor with a single 
conduction band minimum (Fig. 2.13), the lowest confined state is non de­
generate (S-like) and the next higher state is threefold degenerate (P-like). 
In Si, the conduction band is characterized by six equivalent (100) valleys at 
wave vectors kOl (l E {x,x ,y,y,z,z} and Iko11 = ko :::::; 0.85(21T/a) where a is 
the bulk lattice parameter, x stands for the (100) valley and X for the ( -100) 
valley) and by anisotropic effective masses (transverse mass mt = 0.19 mo, 
longitudinal one mI = 0.92 mo). The quantum confinement gives S, P states 
in each valley [64]. The confined states arising from the valley l are denoted 
(nxnynz)l where ni are integer quantum numbers (2 1). The confinement 
energy for states in valley x or X is 
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Fig. 2.13. Lowest electron states in a semiconductor nanocrystal with a single 
conduction band minimum such as In As or in a Si nanocrystal with six valleys. In 
Si, the P levels are split due to the anisotropy of the effective masses. The inter­
valley coupling lifts the degeneracies between x and i; (resp. y and fi, z and z) 
valleys (dashed lines). The degeneracy between the different valleys is also lifted 
when the shape of the nanocrystal is anisotropic 

li? (n X lr)2 fi2 [(nYlr)2 (n Z lr)2] 
2ml Lx + 2mt Ly + Lz ' 

(2.42) 

the expressions for the other valleys being obtained by permutation of x, y 
and z. In each valley l, the ground S state corresponds to (111)[ and the first 
excited P states to (211)[, (121)[ and (112)[. Due to the strong anisotropy in 
the effective masses, the P levels are split in two groups. As shown in Fig. 
2.13, the energy of (211)x is lower than the one of (121)x and (112)x' If the 
shape is slightly anisotropic (Lx i- Ly i- Lz) which is likely in real quantum 
dots, the degeneracy between x, y and z valleys is also lifted. 

We can now compare with the results of tight binding calculations. We 
plot in Fig. 2.14 the energy of the 25 lowest electron levels in slightly 
anisotropic crystallites with Lx = L-a, Ly = L, Lz = L+a. The lowest group 
of six levels contains the S states of the different valleys. The next group of 
six levels contains P states derived from (211)x, (211)x, (121)y, (121)y, (112)z 
and (112)z. The third group contains the other P states as well as other ex­
cited states. The gap between the second and the third group comes from the 
anisotropy in the effective masses. Thus one recovers the simple EMA pic­
ture, even if EMA strongly overestimates the confinement energies. However, 
there is an important difference between EMA and tight bind ing results. In 
EMA, there is a complete degeneracy between valleys x and x (resp. y and y, 
Z and z). In tight binding, and in other microscopic calculations, the degener­
acy is lifted due to inter-valley couplings [91,143]. For example, the coupling 
between states (111)x and (111);1' gives two states which, due to the sym­
metry between k and - k necessarily behave like (( 111) x + (111)x) / v'2 and 
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Fig. 2.14. Energy calculated in tight binding of the lowest unoccupied orbitals 
in the conduction band of Si crystallites bounded by (100) equivalent planes of 
dimensions Lx = L-a, Ly = L, Lz = L + a where a = 5.42Ă. The zero of energy 
corresponds to the ground state. Analytic fits (line) E = b/(L2 +cL+d) ofthe energy 
E ofthe6th , 7th , 12th and 13th levelswithrespectively (b,c,d) = (0.271, -2.91,3.18), 
(0.980, -1.24, 3.85) , (1.039, -1.76,3.23) and (2.593, -0.63, 5.61) (E in eV, Lin nm). 
Results for cubic or spherical nanocrystals are extremely close 

((111)x - (111)x) /v'2. AlI these effects lead to a rich electronic structure, as 
depicted in Fig. 2.13. In symmetric dots such as cubes or spheres, the six 
lowest states are degenerate in EMA. In tight binding (not shown), these 
levels are split by inter-valIey couplings into a Al level, a twofold degenerate 
E level and a threefold degenerate T2 level in clusters with Td symmetry (Al, 
E and T2 correspond to irreducible representations of the Td group). More 
details are given in [64]. 

2.5.3 F101e States 

The calculation of the hole states in quantum dots is more difficult due to the 
complexity of the bulk electronic structure composed of three bands (heavy 
hole, light hole and split-off) with anisotropic energy dispersions in k-space 
[145]. For reasons discussed in Sect. 2.2.1 , in general it is not possible to 
decouple the treatment of each band and one must use at least a 6 x 6 
or a 8 x 8 k . p Hamiltonian [146]. But recent works have shown that the 
application of k·p to quantum dots may lead to severe discrepancies compared 
to more elaborate calculations like tight binding or empiric al pseudopotentials 
[112- 114, 139]. Therefore tight binding or empirical pseudopotentials must be 
recommended in the case of OD systems, whereas in 2D or even 1D systems 
the performance of k . p methods may be sufficient [86]. In the folIowing we 
briefly describe the nature of the highest hole states in the particular case of 
Si nanocrystals and we discuss the problem of the symmetry of the states in 
the general case. 
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Hole States in Si Nanocrystals. Tight binding calculations applied to 
spherical Si nanocrystals show that the nature of the highest hole states 
depend on the diameter d of the dot [64]. In fact, two situations must be 
considered depending on the importance of the energy splittings between the 
discrete levels compared to the spin--orbit splitting L1 at the top of the Si 
valence band (45 me V). 

Without spin-orbit coupling, the states can be labeled with the irreducible 
representations of the Td group. The highest hole states have a T2 symmetry 
and are approximately s-like (no nodes) with protrusions along {111 }-like 
directions. The next states below have a TI symmetry and are approximately 
p-like, with a nodal plane. Both T2 and TI states are sixfold degenerate, 
including spin. The ordering of the levels does not change in the whole range 
of sizes. 

When the spin-orbit coupling is included in the calculation, the T2 and 
TI levels are each split into one fourfold (often labeled by a total momentum 
J = 3/2) and one twofold (J = 1/2) degenerate states. When L1 is larger 
than the splitting between T2 and TI states (d > 5 nm), the highest level 
and the next one below remain s and p-like respectively but they are fourfold 
degenerate (Fig. 2.15). When L1 is smaller than the splitting between T2 and 
TI states (d < 5 nm), the highest level is fourfold degenerate and s-like, 
followed by the other twofold degenerate s-like state, then by p-like states. 

In III-V and II-VI semiconductors, the situation depends on the nature 
of the material. However, it seems that the highest level is always fourfold 
degenerate, corresponding to J = 3/2 states. 
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Fig. 2.15. Density of states (DOS) in the valence band of a spherical Si nanocrystal 
passivated by hydrogen atoms (diameter = 7.6 nm). The zero of energy corresponds 
to the top of the valence band of bulk Si 

Symmetry of the Hole States. In the envelope function approximation, 
the confined states are written as products of an envelope function with a 
Bloch function. Recent works have been devoted to the calculation of these 
states in various types of semiconductor nanocrystals, and in particular to the 
determination of the symmetry of the envelope function of the highest states 
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Fig. 2.16. Hole density for the two higher valence states (IvB and 2VB) in an 
InAs nanocrystal of diameter d = 6.4 nm. The two states are fourfold degenerate. 
The white dots represent In or As atoms, black dots pseudo-hydrogen atoms. The 
states are calculated in tight binding [138] 

in the valence band. In the EMA with a single isotropic band which applies 
to electron states, we have seen in Sect. 2.1.4 that the angular dependence of 
the envelope function is given by spherical harmonics Yim, leading to s, p, d 
( ... ) orbitals. In the case of hole states, the k . p Hamiltonians have a cubic 
symmetry and l, mare no longer good quantum numbers. Thus the symmetry 
of the states is more complicated, as shown for example in Fig. 2.16 for the 
two highest hole states in an In As quantum dot, even if the highest state 
is mostly s-like. Recently, k . p calculations have predicted that the highest 
hole state may have an envelope function with mostly a p-like symmetry, for 
example in InP [146,147], which implies that the optical transition to the 
s-like conduction state would be dipole-forbidden (see Sect. 5.3.1). In fact, 
it appears that the ordering of the states in k . p is quite sensitive to the 
parameters [146]. In addition, pseudopotential [112- 114] and tight binding 
[139] calculations predict the highest state with mostly a s-like symmetry 
and p-like states below in energy. The reasons why k . p calculations fail to 
predict the correct states are detailed in [114]. 

2.6 Confinement in Disordered and Amorphous Systems 

This section is devoted to the problem of quantum confinement effects in 
disordered semiconductors such as amorphous silicon. It is well-known that 
in bulk materials the disorder induces the formation of localized states [148]. 
Thus disordered systems raise extremelly interesting problems: 

- Does the confinement induce a blue-shift of the energy gap in clusters of 
amorphous semiconductors and is it comparable to what is obtained for 
the crystalline material? 

- What is the behavior of the localized states in this regard? 
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To provide answers to these fundamental questions, we summarize the 
results of tight binding calculations on a-Si and a-Si:H nanoclusters [149]. a-Si 
is simulated by the well known Wooten-Winer-Weaire (WWW) model [150, 
151] which is a periodic model with 4096 atoms per unit cell, representing 
an optimized distorted continuous random network with essentially fourfold 
coordination for each atom. The a-Si:H structure is also built from the WWW 
model by removing Si atoms where there is a strongly localized state and by 
saturating the dangling bonds with H atoms [149,152]. The final hydrogen 
concentration is 8.3 %, which is in the range of experimental values. The 
clusters of a-Si and a-Si:H are obtained by selecting the atoms belonging 
to a sphere of a given diameter in the corresponding unit cell. The surface 
dangling bonds are saturated by hydrogen atoms. The atomic positions are 
relaxed using a Keating potential [153]. The main results of the calculations 
are discussed in [149]. 

A generally accepted picture of the electronic structure of a-Si is that it is 
stiU corn posed of valence and conduction bands separated by an energy gap 
but with band-tails of defect Or disorder induced localized states extending 
into the gap. Applying this picture to nano-clusters, one expects the boundary 
conditions to have similar effects on the extended states in both crystalline 
silicon (c-Si) and a-Si clusters: quantization ofthe energy and resulting blue­
shift. This wiU not be the case for the localized states belonging to the band­
tails. Indeed, the analysis [149] of the variation of the energy levels versus 
size in a-Si clusters allows to classify the states into three categories: 

- delocalized states, experiencing the full confinement effect as for c-Si 
- strongly localized states with extension in space much smaller than the 

cluster diameter and energies deep in the gap, insensitive to the confine­
ment effect and showing no blue-shift 

- weakly localized states with extension in space of the order of the cluster 
diameter and energies near the gap limit, subject to an intermediate blue­
shift. 

To characterize the effect of the confinement, we have calculated the gap 
of clusters with 1 to 2.5 nm size. The gap is defined as the distance in energy 
between the highest occupied level and the lowest unoccupied one. Figure 
2.17 shows the ave rage gap verSUS size for clusters with randomly chosen 
center in the unit cell of a-Si and a-Si:H compared to the same quantity for 
c-Si clusters. In both cases, there is an important variation of the gap with 
size, the blue-shift for a-Si:H being surprisingly close to c-Si clusters. The gap 
for a-Si clusters is much smaller than for a-Si:H, in particular at large sizes. 

To explain this behavior, we plot in Fig. 2.18 the statistical distribution of 
the gap for two cluster sizes, 2.2 and 1.2 nm. There is a substantial blue-shift 
in both cases, mOre important for a-Si than for a-Si:H. Furthermore, the larger 
a-Si clusters give rise to a two-peak distribution. The lower and upper peaks 
are, respectively, due to strongly and weakly localized or delocalized states. 
The relative intensity of the upper peak thus corresponds to the proportion 
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Fig. 2.17. Average gap of amor­
phous silicon clusters with random­
ized centres compared to crystallites: 
a-Si (6), a-Si:H (.), and c-Si (straight 
line) 

Fig. 2.18. Statistical distribution of 
gaps Ee - IOv for 200 clusters with ran­
domized centres, with 1.2 nm and 2.2 
nm size: a-Si (straight line), a-Si:H 
(dashed line) 

of clusters which do not contain strongly localized states. Thus the apparent 
blue-shift in a-Si clusters has two origins: 

- the varying proportion of clusters with strongly localized states [149,154] 
- the normal confinement effect on the other states. 

This is confirmed in Fig. 2.18 by the a-Si:H clusters (dashed lines), which 
show only the second type of behavioL 

The disorder has also a profound impact on the optical properties: the 
radiative recombination rates for 2 nm clusters are two orders of magnitude 
higher in a-Si and a-Si:H than in c-Si [149]. 



3 Dielectric Properties 

In this chapter we deal with the dielectric properties of semiconductor nanos­
tructures. The realizat ion of nanodevices usually requires to combine semi­
conductors with metals, insulators and molecules in a small region of space. 
The behavior of these systems strongly depends on the complex repartition 
of the electric field. Many interesting problems are related to dielectric prop­
erties: the current-voltage characteristics of a device, the binding energy of a 
dopant or an exciton, the energy of a carrier in an ultra-small capacitor, the 
optical properties and many others. Thus, their simulat ion at the nanometer 
scale becomes a critical issue for the development of nanotechnologies. 

Simulat ion at the macroscopic or even the mesoscopic scale usually relies 
on the macroscopic electrostatic theory of dielectrics where the latter are 
described by their bulk macroscopic dielectric constant. One can wonder when 
this macroscopic approach breaks down as the size of the systems diminishes, 
since it is no longer valid at the molecular scale. Thus, in this chapter, we will 
briefly review the basic assumptions of the electrostatic theory of macroscopic 
dielectrics, and we will discuss its validity and its limitations (Sect. 3.1). We 
will show how the macroscopic approach can be used to describe the quantum 
mechanics of carriers in dielectrics (Sect. 3.2), for instance in simulators of 
micro- (and nano-) electronic devices. Then we will move to more accurate 
treatments (Sect. 3.3) in which the dielectric properties are derived from ab 
initio and semi-empirical electronic structure calculations. These microscopic 
methods require to calculate the fuU dielectric function f(r, r'), which is only 
possible for small systems. We will present applications of these methods to 
semiconductor quantum wells and quantum dots (Sect. 3.4). The results will 
allow us to define two useful quantities for nanostructures: 

- a local dielectric constant which depends on the position in the nanos­
tructure and which differs from the bulk one only in the vicinity of the 
surfaces 

- an average dielectric constant, average of the previous quantity over the 
nanostructure volume, which varies with size of the nanostructure. 

We will point out that these physically meaningful quantities must be de­
rived taking into account the effect of the polarization charges at the surfaces 
or interfaces. Finally, Sect. 3.5 will deal with the important problem of the 
charging of a semiconductor island with free carriers. 
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3.1 Macroscopic Approach: 
The Classical Electrostatic Theory 

In this section, we review the bases of the macroscopic electrostatic theory of 
dielectrics, and we see how it is usually implemented to study the Coulomb 
interaction between charged particles in small systems. Then we consider 
specific examples of problems relevant to the field of semiconductor nanos­
tructures. 

3.1.1 Bases of the Macroscopic Electrostatic Theory of Dielectrics 

The electrostatics of macroscopic conductors and dielectrics is the object of 
many textbooks [155-158]. We will concentrate on dielectrics (insulators and 
semiconductors) where the effect of the confinement is expected to be the 
largest. However the same effects occur in very small metal clusters. The 
macroscopic theory is based on quantities defined as averages over small vol­
umes, which however are large enough to average the microscopic fluctuations 
due to the atomic structure of the material. Of course, such a procedure is 
only valid for systems large compared to the characteristic length of these 
fluctuations. For bulk crystalline solids, the averaging volume is the unit cell. 
If these conditions are realized, one can write for instance the macroscopic 
electric field 

E=e, (3.1) 
where e is the average of the microscopic field e. The averaging procedure 
leaves the Maxwell's equations unchanged (Appendix B). In the absence of 
macroscopic magnetic fields, one can thus write 

VxE=O, 

P V·E=-, 
EO 

(3.2) 

(3.3) 

where p is the mean density of charge in the dielectric. If there is no external 
charge in the material, then the integral of p over the whole system remains 
equal to zero. In that case, p can be related to the polarization P defined as 
the dipole moment averaged per unit volume [155] 

p=-V·p, 

which leads to 

v . (EoE + P) = ° . 

(3.4) 

(3.5) 

When external charges are introduced in the system, their density Pext 

must be added to the second term of (3.3) which leads to 

V· D = Pext , (3.6) 
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where D = EoE + P is defined as the electric displacement. Equations (3.2) 
and (3.6) are the well-known macroscopic transpositions of the Maxwell's 
equations in dielectrics. To solve these equations, a relation between P and 
E (or D and E) is required. In many cases, this reIat ion is linear because 
the external fields are small compared to the internal molecular fields. In 
isotropic materials, D and E are simply proportional: 

(3.7) 

EM is the macroscopic dielectric constant of the material. If we introduce 
the electrostatic potential ip such that E = -V ip, (3.2) is automatically 
satisfied. Equation (3.6) gives [155]: 

(3.8) 

This equation leads to the usual Laplace equation and it remains valid in 
situations where EM (r) has a macroscopic space dependence. It can be solved 
using various numerical approaches, for example using a Green's function 
formalism [159]. 

In the following, we will be mainly interested in the Coulomb interaction 
between point charges in dielectrics. For instance, the interaction energy be­
tween two charges q and q' sitting at positions r and r' is V (r, r') = qip( r) 
where ip, from (3.8), is given by: 

V r . (EM(r)Eo Vrip(r)) = -q' o(r - r') . 

In the case of an homogeneous bulk material where EM (r) 
constant, we have: 

, qq' 
Vb(r,r) = I '1 

47rEbEO r - r 

(3.9) 

Eb is a 

(3.10) 

When the material is inhomogeneous, V differs from Vb . As a result, the 
Coulomb interactions in heterostructures with large dielectric mismatch can 
be strongly modified compared to the bulk [160,161]. Another important 
consequence is that the electrostatic energy of a charged partide depends on 
its position r. Indeed, the charge polarizes the dielectrics and induces polar­
ization charges at the surfaces and interfaces of the system. Therefore, there 
is an interaction between the partide and the polarization charges which 
depends on the position of the partide with respect to the surfaces and inter­
faces. The interaction energy is called a self-energy because the potential is 
induced by the own presence ofthe partide. To calculate this energy E(r), let 
us consider that one brings successively infinitesimal charges at the position 
r to build up a charge q, i.e. q = Joq dq'. Since the electrostatic potential due 
to a charge q' can be written aq', the energy dE required to add a charge 
dq' (q' --+ q' + dq') is equal to aq' dq'. Thus we obtain after integration 

(3.11) 
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where <Pind (r) is the macroscopic electrostatic potential due to the polariza­
tion charges induced by the charge q. This potential is given by 

<Pind(r) = Iim <p(r') - <Pb(r') , 
r'-+r 

(3.12) 

where <P is the full electrostatic potential, solution of the Poisson's equation 
for a charge q at the position r, and <Pb is the potential in the bulk semicon­
ductor (without surfaces and interfaces). Thus, using the notations defined 
above and taking for Eb the dielectric constant at the position r, we have 

E(r) = ~ Iim [V(r, T') - Vb(r, r')] , 
2 r'-+r 

(3.13) 

where V and Vb are calculated with q' = q. In some cases where the geometry 
of the structures is simple, E(r) can be calculated analytically, using for 
example the image charge method. Specific situations will be analyzed in 
the next sections. The spatial dependence of E( r) reflects the existence of a 
macroscopic force induced by the dielectrics on the charge q. We will see that, 
in some cases, this force is large enough to determine the spatial distribution 
of the carriers in nanostructures. 

3.1.2 Coulomb Interactions in a Dielectric Quantum Well 

In this section, we summarize general results concerning Coulomb interactions 
in dielectric quantum wells, on the basis of macroscopic electrostatics. We 
describe the image charge method, which leads to analytical expressions for 
the electrostatic potentials and fields. We start with the simplest case of a 
single charge close to a dielectric interface, and then we consider quantum 
wells. 

Image Charge Method for a Planar Dielectric Interface. We con­
sider the situation of Fig. 3.1. A charge q is at point O, at a distance z from 
the planar interface between two dielectrics 1 and 2, with relative dielectric 
constants El and 102, respectively. The charge q is in region 1. The disconti­
nuity of the dielectric constant induces polarization charges at the interface. 

o O' 
~------ ------~ , 

q'. "" q 
, 'r' '.r 

\ 

<per) 
Fig. 3.1. Charge q at a distance z from the interface 
between two dielectrics 
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Following a well-known approach [155, 157], the potential in region 1 can be 
written as the potential created by two charges in an homogeneous medium 
of dielectric constant fI: the charge q, and a fictitious charge q' sitting at the 
point O', the image of the point O with respect to the interface. Thus, we 
have 

q q' 
'Pl(r) = + I ' (3.14) 

47Tfl for 47Tfl for 

where r and r' are the respective distances from the points O and O'. The 
potential in region 2 is written as the potential due to a fictitious charge q" 
at the point O, in an homogeneous medium of dielectric constant f2: 

q" 
'P2(r) = (3.15) 

47Tf2for 

U sing the boundary conditions on the electric field at the interface, we 
have [155,157]: 

I fI - f2 
q =q---, 

fI + f2 
" 2f2 q =q--. 

fI + f2 
(3.16) 

From these expressions and (3.13), the electrostatic self-energy of the 
charge q is: 

I 

E(z) = qq 
167Tfl fOZ 

q2 El - f2 

4z 47TflfO(fl + (2) 
(3.17) 

Figure 3.2 shows the self-energy of an electron as function of the distance 
z, in the case fI = 10 and f2 = 1. The self-energy is quite substantial at 
distances in the nanometer range. The electrostatic self-energy of particles 
cannot be neglected in nanostructures with large dielectric mismatch. 

100 
90 
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80 

CD 70 .s 60 
>-
~ 50 
CD 
c 40 
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cn 20 

10 
O 

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
z(nm) 

Fig. 3.2. Electrostatic self­
energy of an electron ar a 
hale in a material of dielectric 
constant El = 10 at a distance 
z from the interface with a 
material of dielectric constant 
E2 = 1 
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Image Charge Method for a Dielectric Quantum Well. We consider 
now the problem of a charge q located at the point (rll = 0, zo), in a semi­
conductor quantum weB. L is the thickness of the weB, and the z axis is 
perpendicular to the interfaces. A schematic structure is shown in Fig. 3.3. 
The weB, with a dielectric constant El , is sandwiched by barrier layers hav­
ing a different dielectric constant E2. The potential is calculated using the 
image charge method, foBowing closely [162]. Due to the presence of the two 
interfaces, there is an infinite series of image charges. The potential in the 
weB is given by regarding the whole structure as having a common dielectric 
constant El, and by placing image charges qn at the positions: 

Zn = nL + (-I)n zo , n = ±1, ±2 .... (3.18) 

The potential in the left-hand-side barrier layer is given by plac ing image 
charges q~ at Zn , n = 0, 1, 2 ... and the potential in the right-hand-side barrier 
layer by placing image charges q~ at Zn, n = 0, -1, -2 .... In both cases, the 
whole structure is seen as having a common dielectric constant E2. Using the 
boundary conditions on the electric field at the interfaces, we have: 

qn = q')'lnl, ')' = (El - E2) , 
El + E2 

'" 2E2 qn = qn = qn-+--. 
El E2 

Thus, the potential in the weB, at a position (rll' z), is given by: 

00 q')' lnl 
cp(rll'z) = L 2 / . 

n=-oo 47rEOEI {TII + [Z - (-I)nzo - nL]2p 2 

A physicaBy interesting limit is obtained when TII» h/E2)L: 

cp(rll'z) ~ q 
47rEOE2TII 

x 

. _________ ..J ___________ _ .. __ ~ 

z 

(3.19) 

(3.20) 

(3.21 ) 

- L/2 L/2 
Fig. 3.3. Schematic structure of a dielectric 
quantum well 
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Thus, if the semiconductor quantum well is sandwiched between insulators 
or semiconductors with a small dielectric constant E2, the long-range Coulomb 
interactions are strongly enhanced compared to the bulk case. This effect, first 
pointed out by Keldysh [160], is due to the penetration of the electric field 
into the barrier with a small dielectric constant. This effect has important 
consequences, such as the enhancement of the exciton binding energy [161-
163], of the excitonic oscillator strength [162], and of the electron-electron 
interactions [91]. 

The self-energy of a charge q located at the point (rll' z) does not depend 
on rll: 

1 q2-y 1n l 
E(z) - - L 

- 2 n=±1,±2 ... 47rEoE11z - (-l)n z - nLI . 
(3.22) 

This self-energy diverges at the interface. To remedy this divergence, 
shifted mirror faces are sometimes employed for the lowest order (n = ±1) 
image charges [162,164]. 

3.1.3 Coulomb Interactions in Dielectric Quantum Dots 

We consider Coulomb interactions in a spherical semiconductor quantum 
dot, where simple analytical results can be obtained. A schematic structure 
is shown in Fig. 3.4. The dot, of radius R and dielectric constant Ein, is 
surrounded by a medium of dielectric constant Eout. This system has been 
studied in detail in [97,165-167]. The potential energy V(r, r') of a charge q 

located at r induced by a charge q' at r' is given by [157] 

V(r, r') = Vb(r, r') + 8V(r, r') , (3.23) 

where 
I qq' 

Vb(r, r ) = 4 I '1 ' 7rEinEO r - r 

J:V( ') = I ~ (Ein - Eout)(n + l)rnr'n Pn(cos(O)) 
u r, r qq ~ 4 [ ( )]R2 +1 n=O 7rEOEin Eout + n Ein + Eout n 

(3.24) 

Fig. 3.4. Schematic structure of a dielectric 
quantum dot 
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() is the angle between the two vectors r and r ' , and Pn the nth Legendre 
polynomial. In the particular case where a charge q is at the center of the 
dot, the electrostatic potential in the dot is given by: 

q [1 1 ( 1 1)] 'P(r)=- --- --- . 
41l'Eo Einr R Ein Eout 

(3.25) 

The second term in the bracket is due to the polarization charge at the 
surface of the quantum dot. When Eout « Ein, this constant term becomes 
the main contribution of the potential in a large part of the dot. We will see 
in Chap. 6 that it explains the large binding energy of donor and acceptor 
impurities in quantum dots. 

From (3.13), the self-energy of a charge q in the dot is given by 

1 
E(r) = "28V(r, r) , (3.26) 

with q' = q. 
At the end of the chapter, we will use this formula to calculate the charging 

energy of an electron or a hole in a quantum dot. 

3.2 Quantum Mechanics of Carriers in Dielectrics: 
Simplified Treatments 

Many problems deal with the energetics and the quantum mechanics of car­
riers (electrons or holes) in semiconductor quantum structures. Their study, 
starting from first principles, using for example the density functional the­
ory, is only possible for small systems, typically below 200 atoms. For larger 
systems, simplified treatments like the effective mass theory, tight binding or 
empirical pseudopotential methods described in Chap. 1 are required. Our 
aim in this section is to show how the dielectric properties are handled in 
these methods, and how they are used to simplify the description of complex 
systems. 

3.2.1 Dielectric Effects in Single-Particle Problems 

Dielectric Effects in the Effective Mass Approximation. Let us con­
sider the problem of a single electron or hole in a semiconductor quantum 
system, like for example a quantum dot embedded in a dielectric matrix. 
A common approximation consists in writing a single partide Schrodinger 
equation for the extra charge. In the simplest effective mass approximation, 
it reduces to 

( ti2 ) o o o 
- 2m* Ll + Vconf(r) l/Ya(r) = cal/Ya(r) , (3.27) 

where m* is the effective mass and Vconf is the confining potential. Beyond 
its well-known limitations discussed in Chap. 1, this effective equation for 
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the extra carrier is only justified when the dielectric constant does not vary 
too much in the system. This is the case for nanostructures and heterostruc­
tures based on GaAs/GaAlAs and GaAs/InGaAs materials, because of the 
small dielectric mismatch between the constituents [163]. But in systems like 
Si/Si02 , with a large dielectric mismatch, the dielectric forces on the car­
rier must be considered. This is usually done [91, 161-163] by adding to the 
confining potential the self-energy of the carrier, which is given by (3.13): 

(-~i1 + Vconf(r) + 17(r)) CPa(r) = EaCPa(r) . 
2m* 

(3.28) 

Justifications and limitations of this approach will be discussed in the 
next chapter. 

Dielectric Effects in the Tight Binding Methods. In the same way 
as in the effective mass approximation, the electrostatic self-energy of an 
extra electron in a quantum system can be easily induded in tight binding 
or in empirical pseudopotential methods by adding the self-energy 17 (r) to 
the one-partide Hamiltonian. For example, in tight binding, because 17( r) 
is a slowly variable perturbation, it is reasonable to assume that 17( r) only 
appears in the diagonal terms of the Hamiltonian matrix written in the basis 
of the atomic orbitals 

Hia,ia = HPa,ia + (iod17(r)lia) , 

Hia ,j{3 = HPa,j{3 if ia #- j(3 , (3.29) 

where a,(3 are orbit al indices and i,j are atomic indices. (ial17(r)lia) can be 
further approximated by 17(Ri) where Ri is the position of the atom i. 

Infiuence of the Self-Energy on One-Partide States. From (3.28) and 
(3.29), we see that E(r) contributes to determine the single-partide envelope 
functions CPa (or, equivalently, the tight binding wave functions). However, 
in the strong confinement regime, i.e. when the inter-level spacing due to the 
confinement is large, the one-partide wave-functions are mainly determined 
by the confining potential, and CPa (r) ~ cP~ (r). Therefore, using first-order 
perturbation theory, we can write: 

(3.30) 

17 is the average self-energy of the electron in the state cP~, i.e. the elec­
trostatic energy of the injected partide. In analogy with the electrostatics of 
the conduc tors , 17 is sometimes written in terms of a self-capacitance: 

e2 

17= 2C' (3.31 ) 

In the intermediate and weak confinement regimes, the wave functions 
may be strongly affected by dielectric effects [168]: CPa differs from cP~ and a 
perturbative method is no longer valid. To illustrate this effect, we plot in 
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Fig. 3.5. Plot of the electron (a) and hole (b) states in a 4.8 nm InAs spherical 
nanocrystal situated above a metallic plane (z = -3). The white and black dots 
represent a projection of the atoms in the median plane 

Fig. 3.5 the shape of the highest hole state and of the lowest electron state in 
a 4.8 nm InAs quantum dot deposited on a metallic surface (the metal can 
be seen here as a dielectric with fb -t +00). Because the effective mass in the 
conduction band of InAs (O.023mo) is much smaller than in the valence band 
(~ O.40mo in average), the confinement effect is strong in the conduction 
band and moderate in the valence band. We see in Fig. 3.5(b) that the hole 
is localized at the bot tom of the dot , due to the attractive interaction with 
the induced polarization charges at the surface of the metal. In contrast, the 
effect on the electron states is smaller due to stronger confinement (Fig. 3.5a). 

3.2.2 Dielectric Effects in Many-Particle Problems 

We consider now the addition of several electrons or holes in a quantum sys­
tem. A considerable simplificat ion consists in writing effective equations for 
the extra charges, and to replace the effect of the remaining partides (elec­
trons and nudei) by the corresponding dielectric medium. In the simplest 
cases, an independent partide approximation is sufficient, and the whole 
procedure described above remains valid. However, in nanostructures, the 
addition of charges may be an important perturbation. Thus, Coulomb inter­
actions between extra carriers cannot be ignored, and they must be treated 
at different levels of approximation which have been described in Chap. l. 
Here, we show how dielectric effects can be approximately induded in these 
methods. 

Dielectric Effects in the Hartree Approximation. Dielectric effects can 
be naturally induded in the Hartree approximation. The effective one-partide 
Hamiltonian contains the screened interaction of the partide with the total 
charge density in the system, leading to a pure problem of electrostatics. Let 
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us consider the case of electrons, the situation for holes being symmetric. In 
the simplest effective mass approximation, the Hartree equation becomes 

( - 2~* Ll + v;,onf(r) - ecp(r)) 4Ja(r) = ca4Ja(r) , (3.32) 

where cp( r) is the electrostatic potential given by the Poisson's equation 

V· (fM(r)fO Vcp(r) = e [L l4Ja(rW]- Pext , 
a occ. 

(3.33) 

where Pext describes here the density of fixed charges, like ionized donors or 
acceptors. In bulk doped semiconductors, it is always replaced by its macro­
scopic spatial average Pext. However, in nanostructures, this approximation 
usually breaks down, and the microscopic distribution of dopants must be 
considered explicitly. 

Equations (3.32) and (3.33) have been extensively used to study doped 
quantum wells and modulation-doped heterostructures [86,91,169] where, in 
the last case, the charge transfer between the doped barrier and the undoped 
quantum well determines the confining potential. AIso, it has been used to 
study large quantum dots (> 10 nm), in which a large number (10-100) of 
carriers can be injected [170]. 

In tight binding, the application of the Hartree approximation is quite 
straightforward [77]. Once the eigenvalues and the eigenvectors of the Hamil­
tonian matrix have been determined, the levels are filled with electrons and, 
finally, the number of electrons ni in excess on the atom i can be calcu­
lated. Then, the self-consistency is incorporated in a simple manner, where 
only the diagonal terms of the Hamiltonian matrix are charge dependent (see 
Sect. 1.3.1) 

Hia,ia = Hfa,ia + L lijnj , 
j 

H ia ,j{3 = Hfa,j{3 if ia i:- j (3 , 

(3.34) 

(3.35) 

where Hfa,ia is the matrix element in the absence of net charges. The lij are 
screened Coulomb terms. In the general case of a complex dielectric system, 
these coefficients must be calculated by solving the Poisson's equation, to 
obtain the screened Coulomb interaction between two charges On the atoms 
i and j, respectively. When i i:- j, the two charges can be approximated by 
point charges and lij is given by 

"fij = V(R;"Rj) , (3.36) 

where V is calculated as in Sect. 3.1.1 with q = q' = e. When i = j, the above 
expression is divergent, and the contribution coming from the Coulomb inter­
act ion between two densities of charge on the same atom must be considered 
with some care. To avoid this problem, we can simply write V = Vb + 8V 
where Vb is the direct screened electron--electron interaction and 8V is the 



88 3 Dielectric Properties 

correction due to the polarization charges at the surfaces and interfaces of 
the system (see Sects. 3.1.1 and 3.1.3). Thus we have 

Iii = 8V(Ri , R i ) + U~ , 
where Ui is given by 

U~ = J l'Pia(r)1 21'Pij3(r')12Vb (r, r')drdr' , 

-J e21'Pia(r)121'Pij3(r')12 d d ' - r r , 
47fEoEM(r - r')lr - r'l 

(3.37) 

(3.38) 

where 'Pia and 'Pij3 are two orbitals of the atom i. In principle, the result 
depends on the nature of the orbitals (e.g. a, (3 = s, p), but one can use 
an average value of the Coulomb integrals over several configurations [171]. 
Because electron-electron interactions within an atom are by nature short­
range, one must use the dielectric function EM (r - r') given by the inverse 
Fourier transform of the wave-vector dependent macroscopic dielectric con­
stant EM(q) of the bulk semiconductor at the position Ri' Ui is typically 
between 2 and 5 eV in semiconductors, i.e. about 1/3 of the bare atomic 
value Ur (Sect. 1.3.1). The first term in (3.37) is no longer divergent and 
can be calculated directly. In the case where the dielectric constant is ho­
mogeneous in the system, V is simply given by the direct screened Coulomb 
interaction, which can be approximated by [172] 

2 

lij = 4 e R if i -=1- j , 
7fEOEM ij 

Iii = Ui , 

(3.39) 

(3.40) 

where EM == EM(q --+ O). This kind of charge-dependent tight binding treat­
ment in the Hartree approximation has been applied to the simulat ion of 
the scanning tunneling spectroscopy of semiconductor nanocrystals [138, 173] 
(Sect.4.6.1). 

Dielectric Effects beyond the Hartree Approximation. The Hartree 
approximation has important limitations (Chap. 1). A first one concerns the 
self-interaction term which, in (3.33), comes from the fact that the Hartree 
potential describes the Coulomb interaction of a partide with the total charge 
density, induding the partide under considerat ion. This unphysical term 
can be removed from the total energy of the system at the end of the self­
consistent procedure. But only the direct interaction must be removed, not 
the interaction between the partide and the polarization charge induced by 
its presence, i.e. a self-energy term, which is physical. However, we must note 
that the self-energy term obtained in this way is approximated, i.e. is not the 
same as in the equation (3.28). In the Hartree approximation, the self-energy 
comes from the screening by the dielectric system of the average charge den­
sity of the partide ( -e I <Pa (r) 12) given by its wave function. Actually, the true 
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self-energy 17 (r) must correspond to the response of the dielectric system to 
the point particle at each position r (Sect. 3.1.1). 

Another limitat ion of the Hartree approximation obviously comes from 
correlation effects. As discussed in Chap. 1, they are of ten treated with con­
figuration interaction methods, but in a simplified form where only the extra 
carriers are considered [171, 174-176]. Once again, the effect of the other 
particles is described by replacing electron-electron interactions by screened 
interactions. Another possible way to treat correlation effects between extra 
particles in a nanostructure is to combine the effective mass approximation 
and the local density approximation [91, 177]. For electrons, this leads to a 
kind of Kohn-Sham equation (see Sect. 1.1.5) 

(-~fJ + Vconf(r) - ecp(r) + Vxc(n)) CPa(r) = EaCPa(r) , (3.41) 
2m* 

where Vxc (n) is the exchange-correlation potential, and n is the density of 
electrons in excess in the system. Several expressions for Vxc(n) have been 
used in the literature [91,177-179]. A conceptual difficulty is to find the ef­
fective exchange-correlation potential for the extra particles only. A common 
procedure is to use expressions of Vxc(n) derived for the homogeneous elec­
tron gas, but for electrons with an effective mass m* and interacting with 
a screened Coulomb interaction. As an illustration, we describe here the ap­
proach of [179]. We have 

d 
Vxc(n) = dn [nExc(n)] , (3.42) 

where Exc(n) is the sum of the exchange Eex(n) and correlation Ecorr(n) ener­
gies per electron, i.e., Exc(n) = Eex(n) + Ecorr(n): 

Eex(n) = -0.4582 
r s 

(3.43) 

The radius r s is expressed in terms of the effective Bohr radius in the 
semiconductor, aC; = EMao/m* and the local electron concentration, n(r) as: 

[ 
3 ] 1/3 1 

rs = 47rn(r) aC; . 

The correlation energy is parametrized [17]: 

B 
Ecorr(n) = 1 + Cyr;, + Drs if r s :::: 1 , 

Ecorr(n) = E + F ln(rs) + Grs + Hrs ln(rs) if r s < 1 , 

B = -0.1423 ,C = 1.0529 ,D = 0.3334 , 

E = -0.0480 , F = 0.0311 ,G = -0.0116 , H = 0.0020 . 

(3.44) 

(3.45) 

The energies and the potentials are expressed in scaled atomic units, i.e. 
m* /(moE~) atomic units. In the case of two-dimensional nanostructures [177], 
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the parametrized form of [180] for the two-dimensional electron gas can be 
used. In the same way, the spin configurat ion of charged quantum dots can be 
studied using spin-density functional theory [177,179]. In any case, the use of 
the effective mass and of screened Coulomb interactions in density functional 
theory is not fully justified. However, recent works seem to show that it gives 
results in good agreement with configuration interaction methods [177], in 
spite of a much smaller computational cost. 

3.3 Microscopic Calculations of Screening Properties 

The macroscopic approach to calculate the dielectric properties of nanostruc­
tures is obviously restricted to a small number of problems. For example, it 
cannot be used for complex systems containing isolated molecules, thin layers 
of molecules, metals or semiconductors at the atomic scale. In many cases, 
a microscopic approach is required. Microscopic approach means here that 
the dielectric response of an external perturbation is computed starting from 
quantum mechanics. The aim of this section is to review the bases of these 
calculations. 

3.3.1 General Formulation in Linear-Response Theory 

As shown in Sect. 1.2.7, an elegant formulat ion of the linear response of a 
system to an external perturbation Vext (r) is given by the density functional 
theory, which is formally exact, and which leads to a one-partide Kohn­
Sham equation [9,40,41,181,182]. One defines the density-response function 
of non-interacting electrons (XO, often written P), which relates the change 
in density to the total effective potential vtot (we work here in the static limit 
w --+ O) 

8n(r) = J xO(r,r')vtot(r')dr' , 

where XO is given by (1.71) and 

vtot(r) = Vext(r) + J 8n(r')v(r, r')dr' 

+ J Kxc(r, r')8n(r')dr' . 

(3.46) 

(3.47) 

The second term gives the change in the Hartree potential, with v(r, r') is 
the bare Coulomb potential. The kernel Kxc(r, r') represents the reduction in 
the electron-electron interaction due to the existence of exchange-correlation 
effects. The density functional theory shows that [9] (Sect. 1.2.7) 

( ') [82 Exc[n] ] 
Kxc r, r = 8n(r)8n(r') no(r) , 

(3.48) 
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where Exc[n] is the exchange-correlation functional and no(r) is the actual 
electron density of the system. The full density response function satisfies an 
integral equation: 

x(r, r') = xO(r, r') + J drl J dr2xo(r, rl)[v(rI, r2) 

+Kxc(rI, r2)]x(r2, r') . (3.49) 

Finally, One defines the inverse dielectric function, a measure of the screen­
ing in the system 

-1( ') _ 8Vscr(r) 
E r,r =8 (')' Vext r 

(3.50) 

where Vscr (r) is the screened potential. If Vscr is the potential probed by a 
test partide (a probe charge), then: 

Vscr(r) = Vext(r) + J c5n(r')v(r, r')dr' . (3.51 ) 

Using (1.91), the inverse dielectric function for the probe charge is con­
nected to the polarizability by 

E- 1(r,r') = c5(r - r') + J v(r,rdx(rl,r')drl . (3.52) 

Thus the inverse dielectric function can be calculated, provided that the 
kernel Kxc is defined (Sect. 1.2.7). 

Equation (3.51) is nO longer valid when the external potential is generated 
by an electron [26]. Details can be found for instance in [183]. 

3.3.2 Random-Phase Approximation 

A widely used approximation is the time-dependent Hartree, or random-phase 
approximation [3,6,28,32], described in Sect. 1.2.3. It is obtained by setting 
the exchange-correlation contribution in X to zero. We simplify the notation 
by consider ing the equations as matrices in the continuous labels r, and r'. 
From (3.46) and (3.47), we have 

c5n = xO(vc5n + Vext) = XRPAVext , 

XRPA = (1 - XOV)-lXO , 

E- 1 = 1 + vXRPA = (1 - VXO)-l , (3.53) 

and thus, finally: 

E(r, r') = c5(r - r') - J v(r, rl)xo(rI, r')drl . (3.54) 

The random-phase approximation has been applied to a large number of 
important problems, from atoms, to small molecules and solids. It is at the 
heart of more sophisticated calculations, like GW described in Sect. 1.2.4. 
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In spite of its apparent simplicity, its application to nanostructures has been 
limited to very small systems, in the molecular limit. The calculat ion of the 
dielectric response function from first principles remains very demanding, as 
regards both computer time and memory. As the number N of atoms in the 
system increases, the size of the basis set usualIy grows as N, as well as the 
number of eigenstates. Thus, the double sum on the empty and filled states in 
(1. 71), required to calculate the independent partide polarization Xo, quickly 
becomes a bottleneck for systems with a large number of atoms in the unit 
cell (typicalIy 10), such as surfaces [184,185], small semiconductor dusters 
[186,187] or organic molecules [188]. 

Random-Phase Approximation in Tight Binding. To study larger sys­
tems, it is sometimes possible to work in tight binding (Sect. 1.3.1). This 
approach has been used to study the dielectric properties of bulk semicon­
ductors [189], and has been applied to semiconductor heterostructures [110] 
and semiconductor quantum dots [190]. Tight binding leads to a considerable 
simplificat ion because: 

- the equations are considered as matrices in discrete values of r correspond­
ing to the atomic positions Rn 

- the overlaps between atomic wave functions are neglected. 

Thus, E, Xo, and v are described by matrices with a size given by the 
number of atoms in the system (or in the unit cell for periodic systems). If, 
in the calculat ion of Xo in (1.71), the one-electron wave functions ui(r) are 
defined in an atomic basis {'PnaJ, where n denotes the atomic site and il the 
atomic orbital, we have 

(3.55) 
n,a 

The matrix elements of the independent partide polarization become: 

° _ 2 ,,( . _ .) [~a Ci,maCj,ma] [~a Cj,naCi,na] 
Xnm - L..J nt nJ .' 

i,j Ci- Cj- l17 

The matrix of the bare Coulomb potential v is given by [171] 

e2 
Vnm = if n =1- m , 

47rEoIRn - Rml 
Uat Vnn = n , 

(3.56) 

(3.57) 

where u~t is the intra-atomic Coulomb energy on the atom n. Applications 
of this type of calculation to semiconductor nanostructures will be presented 
in Sect. 3.4. Recent works show that it is also well adapted to the simulation 
of molecular systems [191]. 
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3.3.3 Beyond the Random-Phase Approximation 

An alternative way to study the dielectric properties of nanostructures is to 
calculate directly the response of the systems to an external perturbation. 
The polarizability of molecules has been studied intensively with conven­
tional techniques like Hartree-Fock and density functional theory. The same 
approach has been applied to GaAs clusters [192]. For time-dependent per­
turbations, the time-dependent density functional theory allows to compute 
the evolution of systems with an external field of arbitrary strength [193,194]. 
It is applicable to molecules and to semiconductor nanostructures [193], to 
study excitations of small clusters in intense laser fields [195]. The method, 
in principle, includes non-linear responses. However, whereas reported errors 
are typically 10% for dielectric constants, recent results show overestimations 
of several orders of magnitude for the second hyper-polarizability (--r), due to 
an incorrect field dependence of the exchange-correlation potential [196]. 

3.3.4 From Microscopic to Macroscopic Dielectric Function 
for the Bulk Crystal 

As discussed in Sect. 3.1.1, the macroscopic dielectric properties of a material 
are defined by averages over volumes large enough to remove the fluctuations 
at the scale of the atoms. When a material is a crystal, the averages can be 
made in a unit ceH. In that case, it is more convenient to work in momentum 
space and to introduce the Fourier expansion of the inverse dielectric function: 

E-1(r r') = _1_ r '" ei(q+G).r 1'-1 (q)e-i(q+G').r' dq (3.58) 
, (27r)3 JF ~ G,G' . 

BZG,G' 

The integration runs over the Brillouin zone. Thus, if an external po­
tential v;,xt(q) is applied, (3.58) shows that the total microscopic potential 
(Vscr == c 1 v;,xt) varies with wave vector components q + G, where G is a 
reciprocallattice vector. This gives rise to microscopic fluctuations, at the ori­
gin of the local-field effects. Thus, according to Adler [30] and Wiser [31], the 
macroscopic dielectric function is obtained by keeping only the G = G' = O 
component of Vscr: 

1 
EM(q) = ~( ) . 

1'0,0 q 
(3.59) 

The macroscopic dielectric constant of a bulk material is the value of 
EM(q) for q -+ o. Its calculat ion is numerically expensive, because it requires 
to invert the fuH dielectric matrix EG G' (q). Thus, a common simplificat ion is 
to use the independent particle pola;ization XO, and to neglect the local-field 
effects (EM(q) ~ Eo,O(q)). It gives, after Fourier transform of (1.71) 

2 Ule-iq.rli)(ileiq.r'lj) (3.60) 
EM(q) ~ 1 + -- "'(ni - nj) ., 

EoDq2 ~ Ci - Cj - 11] 
',J 
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where n is the volume of normalization of the one-particle states. This is 
a standard result, which has been extensively used to study the dielectric 
function of bulk materials. It gives, for the static dielectric constant of bulk 
semiconductors, discrepancies of the order of 10%-20% compared to experi­
mental values [197]. 

3.4 Concept of Dielectric Constant for Nanostructures 

We have seen that the dielectric properties of a system are described by 
e l (r, r ' ). From this, in a bulk semiconductor, we can deduce directly the 
macroscopic dielectric constant EM (q) which contains most of the useful infor­
mation on the dielectric screening. We can wonder if this macroscopic treat­
ment is possible in semiconductor nanostructures and if it remains meaning­
ful. This important question was addressed in different works [166,198-200]. 
In this section, we explain why macroscopic quantities for nanostructures 
cannot be deduced from c 1 (r,r' ) as simply as in the bulk case. We show 
that a physically meaningful macroscopic dielectric constant must be de­
rived taking into account explicitly the polarization charges at the surfaces 
or interfaces (Sect. 3.4.1). Using this prescription, we demonstrate that the 
macroscopic response is the bulk one a few Fermi wavelengths away from 
the surface and that the bulk response function EM (q) provides most of the 
needed informat ion even for very small nanostructures [200] (Sects. 3.4.2 and 
3.4.3). We also show that the average dielectric constant Eave in spherical 
clusters decreases when going to small radius R and we discuss the origin of 
this size dependence. At the end of this section (Sect. 3.4.4), we prove that 
all these conclusions mostly based on microscopic tight binding calculations 
of the dielectric response in Si quantum wells and dots are in fact completely 
general for semiconductor nanostructures [200]. 

3.4.1 The Importance of Surface Polarization Charges 

The dielectric function C 1(r, r') provides full informat ion on the screening 
properties in a system. It relates the screened electrostatic potential to the 
bare one. From this, in a bulk material, one can directly define the macro­
scopic dielectric function EM(q) using (3.59). But, in a nanostructure, such a 
direct relation does not exit, due to the presence of polarization charges at 
the surfaces. 

To illustrate this point, let us consider for instance the macroscopic iim it 
of a dielectric sphere of dielectric constant Ein embedded in vacuum. If we put 
a charge at the center, the macroscopic potential <p(r) is given in (3.25) using 
the correct boundary conditions. From this, the potential screening function 
Epot(r) = <pb(r)I<p(r) is equal to 

1 
Epot(r) = <~;t + (1- <;/) (rIR) (3.61) 
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insi de the cluster of radius R. This is completely different from the macro­
scopic dielectric constant Ein whereas, in this case, the ratio Eb/ E of the bare 
to the screened electric field is equal to Ein- Epot (r) is much smaller than Ein 
on the average when Ein is large (e.g. Epot(r) ~ 2 for r = R/2). This difference 
corresponds to the fact that a charge 1 - 1/ Ein is repelled onto the surface of 
the finite cluster (Sect. 3.1.3). 

Another illustrative example is when an uniform electric field Eb is ap­
plied to a dielectric sphere. The screened electric field E inside the sphere is 
also uniform, and we have [155, 158] 

Eb 2 + Ein 
E 3 

(3.62) 

which also differs from Ein. Therefore, a physically meaningful definit ion of 
a dielectric constant in a nanostructure must incorporate the effect of the 
polarization charges at the surfaces. Keeping this in mind, we will present in 
the following microscopic calculations of the dielectric screening in quantum 
wells and quantum dots. A dielectric constant E( r) will be calculated at each 
position r in the nanostructure by imposing that the macroscopic reIat ion 
between the screened field E and the bare one Eb is verified. Then, Eave will 
be defined as the average of this local dielectric constant over the volume 
fl of the nanostructure (Eave = fl-l J E(r)dr). Obviously, this definit ion of 
Eave is not unique, and slightly different results can be obtained depending 
on the averaging procedure. It is also important to point out that this ap­
proach requires in principle to calculate E as the average of the microscopic 
field e over volumes not only large enough to cancel the fluctuations due to 
the atomic structure (Sect. 3.1.1) but also small compared to the volume of 
the nanostructure. In fact, in the following, we will consider tight binding 
calculations which naturally provide averages of the quantities over atomic 
volumes. 

3.4.2 Dielectric Screening in Quantum Wells 

We consider here the case of Si thin layers with (001) oriented planes sub­
mitted to a bare electric field Eb(z) which is uniform inside and is vanishing 
abruptly between the terminating Si-H planes (Eb is perpendicular to the 
surfaces). We present the results of tight binding calculations [200]. Figure 3.6 
gives the screened electric field along the layer. The most striking feature of 
these curves is that the local dielectric constant E(Z) defined here as Eb/ E 
keeps its bulk value to a high accuracy except between the last two planes. 

It is also interesting to compare these results to the dielectric response of 
the bulk silicon to the same perturbation. For that purpose, we define Eb as 
a Heaviside function 

Eb(z) = +Eo if - d/2 + 2nd ::::: z > d/2 + 2nd , 

= - Eo otherwise, (3.63) 
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Fig. 3.6. Ratio between the bare electric field Eb and the screened one E in Si 
layers submitted to a constant electric field perpendicular to the surfaces: tight 
binding results (O) and continuous model (straight line) using the bulk dielectric 
constant EM ( q) 

where d is the width of the layer, Eo is a constant and n is a positive or nega­
tive integer. The electric field and the potential are periodic functions which 
can be written in Fourier series. Then, screening each Fourier component by 
the bulk EM(q) calculated in tight binding using (3.59), we obtain the results 
shown in Fig. 3.6. The agreement with the tight bind ing calculation is strik­
ing even near the surfaces where however the oscillatory behavior depends 
on the nature of the boundary conditions. This is a proof that bulk screening 
appropriately describes the situation even for very small thicknesses (5 silicon 
planes). Similar results are obtained for sinusoidal bare electric fields in [200]. 

3.4.3 Dielectric Screening in Quantum Dots 

The situation for Si spherical crystallites is more difficult to analyze than 
the case of thin layers but the conclusions are similar. We define a bare 
perturbation which consists in a charge +q on the central atom of the sphere 
and a neutralizing charge uniformly spread on the outer shell of silicon atoms. 
Figure 3.7 again compares the local dielectric constants obtained from the 
direct calculation and from the use of the bulk EM(q). Apart from some 
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Fig. 3.7. Ratio between the bare electric field Eb and the screened one E versus 
the distance to the center in a 2.5 nm Si spherical nanocrystal. The bare field is 
due to a charge +q at the center and a charge -q uniformly spread on the surface 
of the sphere: tight binding results (_) and continuous model (straight line) using 
the bulk dielectric constant EM ( q) 

differences near the boundaries (center and surfaces) and some oscillations, 
the results are again in close agreement. 

Another interesting view on the problem is provided by Fig. 3.8 which 
gives the average dielectric constant Eave over the volume of the dot. One 
observes an overall decrease with decreasing radius. This is due to the surface 
contribution as it can be judged from Figs. 3.6 and 3.7, the major effect 
being a decrease of the local dielectric constant from the bulk value to 1 over 
the last two Si layers. Figure 3.8 also gives the average dielectric constant 
versus size calculated from different situations (e.g. a single donor impurity). 
AlI of them give comparable results close to those obtained from the bulk 
dielectric function EM (q). It is interesting to note that quite similar trend was 
obtained in [198] from a semi-empirical pseudopotential calculat ion based on 
the evaluation of (3.60) in the limit q -+ O. Equation (3.60) is of ten used to 
calculate the polarizability of molecules and thus represents one particular 
way of calculat ing Eave. 

3.4.4 General Arguments on the Dielectric Response 
in Nanostructures 

An important issue is to know how the previous results can be generalized. We 
have seen that the dielectric response is the bulk one at typicalIy a few inter­
atomic distance from boundaries. This seems to contradict the general belief 
that screening becomes less effective in nanocrystals due to the opening of the 
gap (e.g. [199]). Indeed, the independent particle polarization XO in (1. 71) and 



98 3 Dielectric Properties 

12 

11 
C 

10 19 
1/) 
c 9 " o 
() 

.g 8 
t5 

7 Q) 

ai 
(5 6 o 

5 o 

4 
O 0.5 1.5 2 

1/radius (nm) 

Fig. 3.8. A verage dielectric constant Eave of Si spheres defined in different situa­
tions: average of Eb/E with a constant bare electric field Eb (x); average of Eb/E 
with Eb due to a charge +q at the center and -q at the surface: tight binding 
calculations (6) and continuous model (straight line) using the bulk dielectric con­
stant EM(q). Eave deduced from the fit of the potential induced by a charge +q at 
the center, the radius R considered as a parameter (O) 

(3.56) is given by a sum of terms which behave like l/(ci -Cj) where Ci and Cj 
are the energies of the unoccupied and occupied states, respectively. Thus, we 
have calculated the matrix element X~m of the polarization between two first 
nearest neighbor atoms at the center of Si nanocrystals. We plot in Fig. 3.9 
X~m/X~m (bulk) and Eg/ Eg(bulk) versus size, Eg(bulk) and X~m (bulk) being 
the bulk values. The main result is that the polarization is almost independent 
of the size, and is not at alI related to the variation of the gap Eg. Similar 
results are obtained for InAs nanocrystals and for Si quantum welIs as shown 
on the same figure. X~m is not sensitive to the shift of the band edges induced 
by the confinement but to the average distance in energy between filled and 
empty states which remains constant versus size. 

Therefore bulk parameters are stiH pertinent even for very small nanos­
tructures. The decrease of Eave with size is due to a surface contribution, i.e. 
to the breaking of polarizable bonds at the surface [200]. Thus we can now 
generalize the results by applying the important theorem due to von Laue 
[201]. This one states that the electron density recovers its bulk value at 
distances from boundaries of the order of a few Fermi wave-lengths AF, i.e. 
typicalIy the inter-atomic distance. This means that the response function is 
the bulk one inside a nanocrystal as long as its characteristic size exceeds a 
few AF . 

The previous results also apply to the electronic part of the dielectric 
screening in nanostructures of polar materials (e.g. III- V and II- VI semicon­
ductors) . For example, the same kind of calculations have been performed 
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on InAs nanocrystals [138, 173]. Because InAs is a slightly ionic material, the 
dielectric constant is the sum of two contributions, electronic and ionic: 

el + ion 
Eave = Eave Eave' (3.64) 

Since the ionic contribution comes from the displacement of the ions with 
respect to their equilibrium position under the application of an external 
field, it is assumed to be weakly dependent on the crystallite size. The size 
dependence of the average E~~e in InAs nanocrystals is shown in Fig. 3.10. 
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3.4.5 Conclusions 

The results presented in this section allow to establish general rules concern­
ing the screening properties of semiconductor nanostructures: 

- a physically meaningful definit ion of the local macroscopic dielectric con­
stant in a nanostructure must incorporate the effect of the polarization 
charges at the boundaries 

- the macroscopic dielectric response is the bulk one a few Fermi wavelengths 
away from the boundaries 

- the dielectric response of a semiconductor nanostructure can be fairly well 
described using the macroscopic wave-vector dependent dielectric constant 
EM(q) 

- the local dielectric constant decreases near the boundaries due to the break­
ing of polarizable bonds 

- the average dielectric constant decreases with decreasing size of the nanos­
tructure due to the increasing contribution of the surfaces 

- the opening of the bandgap due to the quantum confinement plays no role 
in these problems. 

3.5 Charging of a Nanostructure 

3.5.1 Case of a Quantum Dot 

One interesting question concerns the self-energy of particles and Coulomb 
charging effects in nanostructures. In Chap. 2, the level structure of crystal­
lites has been obtained from semi-empirical calculations. Thus, we need to 
determine the corrections brought by the dielectric effects, due to the finite 
size of the system. We do this within a macroscopic electrostatic formula­
tion. We concentrate on spherical quantum dots, summarizing the works of 
[97,165-167]. In Chap. 4, we describe a more elaborate theory of self-energy 
corrections which, to a large part, justifies the results presented here. We show 
in Sect. 4.6.1 that the self-energy of particles and Coulomb charging effects 
can be measured experimentally using tunneling spectroscopy experiments, 
corresponding to the so-called Coulomb blockade effects. 

We consider a spherical quantum dot of radius R and of macroscopic 
dielectric constant Ein. In Sect. 4.4.2, we will argue that the best value for Ein 

is the bulk macroscopic dielectric constant EM in that case. 
In the case of a strong confinement, we can obtain a fairly good estimation 

of the self-energy E of an electron or a hole (q = ±e) injected in the quantum 
dot, using (3.30) in a first-order perturbation theory. In the limit of an infinite 
potential barrier, the one-particle state is well-given by the effective mass 
solution (Sect. 2.1.4): 

"'(r) = _1_ sin( 7fr / R) 
'1' V27fR r (3.65) 
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The self-energy E is calculated in Appendix C using (3.30), (3.65) and 
(3.26). We show that a good approximation of E is given by 

E ~ ~ fin - faut (~ + 0.933 - 0.37617) , (3.66) 
87rEoR fin [fin + faut] 17 

where 17 = Eaut!(fin + faut). When 17 « 1, which is the usual situation when 
the quantum dot is embedded in an oxide matrix or in a semiconductor with 
a large gap, the self-energy becomes 

1 (1 1) e2 
E=- --- --+6E, 

2 faut fin 47rEOR 
(3.67) 

where 

6E ~ 0.466 e fin - faut , 2 ( ) 
47rfOfinR fin + faut 

(3.68) 

which was already established in [166]. 
E gives the shift in energy of the extra electron (hole) in the lowest 

conduction (highest valence) state (Fig. 3.11). The injection of a second elec­
tron (hole) leads to an additional upwards (downwards) shift U given by the 
screened repulsion with the other electron (hole) (Fig. 3.11). With the same 
approximations as for E, U is given by 

(3.69) 

Using the expression (3.24) of V(r, r') with q = q' = e, U is the sum 
of two terms. The first one is given by the average repulsion with the other 
particle 

e2 J cjJ(r)2cjJ(r'f, drdr' ~ 1.79 e2 
, (3.70) 

47rEinEolr - r I 47rEOEinR 
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Fig. 3.11. Top: shift of the 
lowest conduction level due to 
the injection of one electron 
(E) or two electrons (E + U). 
Bottom: the situat ion for 
holes is symmetrical 
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and the second one by the average repulsion with the surface polarization 
charge induced by the other partide: 

(3.71) 

The coefficient 1.79 in (3.70) was obtained numerically [97,165]. In (3.71), 
only the term n = O in the expression of 8V given in (3.24) makes a nonzero 
contribution to the integral. Thus, we obtain: 

U = (_1_ + 0.79) ~ . (3.72) 
fout fin 47rfOR 

In many situations, the surrounding of the quantum dots is not an homo­
geneous dielectric medium. Then, Poisson's and Schrodinger equations must 
be solved self-consistently to calculate the charging energy U. However, U 
must be necessarily between two bounds, corresponding to fout = 1 and 
fout ---+ 00 in (3.72): 

0.79 e2 U ( 0.79) e2 
---< < 1+- --o 

fin 47rfOR fin 47rfOR 
(3.73) 

These relations are very useful, for example to interpret the I(V) char­
acteristics of devices based on semiconductor quantum dots (see for instance 
Sect. 4.6.1). Figure 3.12 shows the evolution of these two bounds for U in a 
Si nanocrystal, as function of its diameter. We see that the values of U can 
be very large when fout = 1, such that the injection of more than one carrier 
becomes difficult. 

Each time another electron is injected in the nanocrystal, the conduction 
states exhibit an energy shift U which can be calculated according to (3.69), 
using the corresponding wave function. When fout « fin, U does not depend 
too much on the details of the wave function because the dominant term in U 
is the Coulomb interaction between the electron and its polarization charge 
at the surface. In that case, (3.72) remains a good approximation for a wide 
range of charge states. 
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In the case of a metallic nanostructure (Ein -+ 00), (3.67), (3.68) and (3.72) 
give U = e2 /C and E = U/2 as it must be for the charging of a metallic 
sphere of self-capacitance C = 47rEOEoutR. Note that this capacitive model is 
often extended to the case of semiconductor quantum dots, even if it is not 
perfectly justified. 

3.5.2 Case of a Quantum Well 

In the case of quantum wells, the charging energy U is vanishingly small, due 
to the infinite size of the system. Thus it remains to calculate the self-energy, 
following the same method as for the dots. For a quantum well of thickness 
L, the efIective mass solution for the one-partide state is: 

q;(r) = li cos(7rz/L) for - L/2 ~ z ~ L/2. (3.74) 

(3.75) 

where'Y is defined in (3.19), and we have replaced Iz - (-1)nz - nLI by InlL 
when Inl ~ 3 in (3.22), which is justified numerically. Calculating the integral 
numerically, we obtain: 

q2 
E ~ L [0.219 'Y - In(1 - 'Y)] 

47rEOEl 
(3.76) 



4 Quasi-particles and Excitons 

In this Chapter we discuss the different types of calculations which have 
been performed for the electronic excitations in semiconductor nanostruc­
tures. These range from carrier injection (quasi-particle energies, charging 
effects) to optical excitation and radiative recombination. We start with basic 
considerations (Sect. 4.1) where confinement effects and self-energy contribu­
tions due to surface polarization are formally separated, which will prove 
useful when analyzing the results of sophisticated calculations. We then treat 
excitons (Sect. 4.2) in the effective mass approximation (EMA) which, while 
simple, remains a powerful tool for the interpretation of many data [202]. 
This is followed by more refined semi-empirical calculations mainly concen­
trating on evaluations of the exchange splitting (Sect. 4.3). The two following 
sections (Sects. 4.4 and 4.5) deal with the application of quantitative meth­
ods (GW for quasi-particles, Bethe-Salpeter equations for excitons) to the 
case of silicon nanostructures. The results allow us to discuss the limits of 
validity of more approximate methods and to derive useful rules. Finally we 
describe calculations of charging effects and multi-excitonic transitions which 
can now be described quite satisfactorily (Sect. 4.6). 

4.1 Basic Considerations 

When discussing the excitations in bulk systems, it has been common and 
extremely fruitful to introduce the notion of quasi-particles and subsequently 
of pairs and even groups of quasi-particles. This notion is useful only if their 
lifetime is long enough compared to the time characteristic of the experi­
ment to be interpreted. Under these circumstances, agreat advantage is that 
one can write an individual Schrodinger equation for this quasi-particle, as 
detailed in Chap. 1, leading to the GW approximation. One can also write 
a separate equation for a quasi-particle pair like an exciton (electron-hole 
pair). Such an approach which we present here in detail is expected to re­
main useful for nanostructures down to relatively small sizes. However care 
should be taken in viewing excitons in few-atom systems (molecules) as well 
defined electron-hole pairs. 

Experimental conditions to which the concept of quasi-particle fully ap­
plies occur when there is injection of one electron or one hole (extraction of 
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one electron) into the system. This is the case in tunneling experiments, for 
instance via a tip of a scanning tunneling microscope, or in photo-emission 
(direct or inverse). Starting from an N electron neutral system, the lowest 
energy at which an electron can be injected is 

E~P = E(N + 1) - E(N) , ( 4.1) 

where the index c denotes the lowest conduction state or unoccupied molec­
ular orbit al (LUMO) and E(N), E(N + 1) are the ground state energies of 
the N and N + 1 electron systems. A similar situat ion occurs for holes, where 
(in accordance with the GW formulation of Chap. 1) we define the highest 
electron energy accessible to holes as 

E~P = E(N) - E(N - 1) , (4.2) 

where the index v now denotes the highest valence state or occupied molecular 
orbit al (HOMO). It is impossible to split exactly on general general grounds, 
as was done approximately in Chap. 3, the contributions of the quantum 
confinement and of the self-energy corrections. However, we shall use in the 
following the fact that alI calculations, even ab initio, start from a single 
partide calculation performed for the neutral N electron system so that one 
can partition the quasi-partide energies as 

qp_ 0+," lOc - lOc UDc, 

E~P = Ee + tSEy , (4.3) 

where, in the spirit of the GW approximation, E~ and Ee are the eigenvalues 
of the single-partide equations appropriate to the neutral N electron system 
while tSEc and tSEy are the self-energy corrections (Fig. 4.1). Assuming that 
the partides are confined in the nanostructure, we separate each term into a 
bulk contribution and a correction due to the boundary conditions defining 
the nanostructure 

E~P = E~,bulk + tSE~ + tSEc,bulk + tSEc,surf , 

E~P = Ee,bulk + tSEe + tSEy,bulk + tSEy,surf , 

!O~c 

Cqp 
---y----' 

!o~y 

( 4.4) 

O 
cc,bulk 

O 
cy,bulk 

Fig. 4.1. The quasi-partide levels f~P and f~P with respect to the bulk single­
partide conduction and valence band limits f~,bulk and fe,bulk' /jEc and /jEv are 
the self-energy corrections. /jf~ and &:e correspond to pure confinement effects 
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where c~ bulk and ce bulk stand for the bulk single-particle conduction and 
valence band limits, , 15Ec,bulk and 15Ev ,bulk for the corresponding bulk self­
energy corrections. With this partitioning, 15c~ and 15ce correspond to pure 
confinement effects while 15Ec,surf and 15Ev ,surf are self-energies induced by 
the boundaries, i.e. surface corrections. Depending upon the choice, one can 
also group terms in (4.4) in different ways, e.g. 

qp_ qp +,0+-,,, 
Ce - cc,bulk uCc ULJc,surf, 

qp_ qp +-,0+-,,, 
c y - cv,bulk uCy ULJv,surf, ( 4.5) 

where C;ţulk and C~:bulk are the exact quasi-particle bulk band limits. For the 
nanostructure quasi-particle band gap ciP (which is the difference cJP - c~P), 

we can thus write the corresponding expression 

qp_ qp +-' 0+,,, 
Cg - Cg,bulk uCg ULJg,surf, (4.6) 

where 15c~ = 15c~ - 15ce and 15Eg,surf = 15Ec,surf - 15Ev ,surf' 

We shall see in the following, both from simplified and ab initio theories, 
that the essential contribution to the surface self-energy comes from the sur­
face polarization or image charge. From the discussion of Chap. 3, an electron 
confined in a nanostructure of dielectric constant fin embedded in another 
dielectric medium of constant fout experiences a self-energy (E in Chap. 3) 
which, when averaged over the probability distribution of the electron takes 
the form 

1 ac ( ) 
15Ec,surf = 47rfo 2d fin - fout , ac > O , (4.7) 

where d is the characteristic size of the nanostructure. The same is true for 
the hole. However, 15 Ev ,surf is the self-energy term characterizing the corre­
sponding electron energy which has the opposite sign. Thus 

1 a v ( I5Ev surf = --- -d fin - fout) , a v > O , 
, 47rfo 2 

(4.8) 

where the factor 1/2 explicitly indicates that one deals with a self-energy 
(Chap. 3). From this, one gets 

(4.9) 

We shall see later that, for simple EMA models, ac ~ a v . 

We come now to the exciton which can be created by optical excitation 
across the gap inducing an electron-hole pair. In a qualitative physical pic­
ture, the excitation energy will be equal to the quasi-particle gap ciP corrected 
by the average value of the electron-hole pair Hamiltonian 

eexc = cqp + (H ) '-g g eh . (4.10) 

The most advanced procedure to get (Heh) is discussed in Chap. 1 and in 
next section but, for the moment, we make use of a more qualitative approach. 
We write Heh as the sum of two terms: 
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- a kinetic energy term T due to the fact that the electron-hole wave function 
mixes excited quasi-particle states 

- a potential energy term due to the screened Coulomb interaction between 
the two quasi-particles. 

This last contribution can be split into two parts: the direct electron­
hole attraction -e2/(41fEOEinreh) (where reh is the inter-particle distance) 
and the interaction between one of the quasi-particles with the image surface 
charge ofthe other. This last term is macroscopic and varies slowly along the 
nanostructure. It can thus be treated by first order perturbation theory and 
written -aeh(Ein - Eout)/(41fEod) which gives 

(4.11) 

Obviously al r;:::j aeh (we discuss later their exact values) so that one ex­
pects the last term to be small. If it was zero (exact compensat ion between 
the surface polarization contributions), one would have the conventional ex­
pression 

( 4.12) 

which is the basic expressionused in many simplified calculations [86J. We 
shall give evidence that aeh differs slightly from al so that (4.12) might be in 
error. However, ifthe dielectric mismatch becomes smaller (Le. Ein -Eout ---+ O), 
then the macroscopic surface contribution vanishes and c~xc* becomes exact. 
This is the case of a lot of conventional heterostructures (e.g. GaAs/GaAIAs) 
where this correction can be safely neglected. 

4.2 Excitons in the Envelope Function Approximation 

We now illustrate the notions introduced in the previous section with the 
simplest description of quasi-particles in a potential well, Le. the envelope 
function approximation. Before this, we review the theory of bulk excitons. 
We then extend the approach to the case of confined systems with no dielec­
tric mismatch. Finally we discuss the influence of the dielectric mismatch in 
the same approach. 

4.2.1 Theory of Bulk Excitons 

In the bulk, the description leading to (4.12) fully applies with no con­
finement effect, Le. c5c~ = O. The electron-hole interaction thus reduces to 
-e2/(41fEOEMreh) where we have taken Ein equal to the macroscopic dielec­
tric constant EM of the bulk semiconductor. This Coulomb potential can give 
rise to localized gap states like hydrogenic impurities. The justification of 
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this proceeds via the EMA or envelope function approximation. To find the 
excitonic wave function, we can write the total wave function of the excited 
states in the form [158,203] 

Wexc = L a(ke, kh)cjJ(ke, k h) , (4.13) 
ke,kh 

where the functions cjJ correspond to the excited states obtained from the 
ground state by exciting a valence band electron of wave vector k h to a 
conduction band state k e . In EMA, we introduce a two partide envelope 
function by the Fourier transform 

F(re, rh) = L a(ke, kh)ei(ke'Te-kh'Th) , (4.14) 
ke,kh 

where re and rh are the electron and hole positions. For simple band extrema 
with isotropic effective masses, it can be shown that F(re, rh) obeys the 
effective mass equation [158,203] 

{ p~ p~ e2 } 
Eg + -2 * + -2 * - 4 F(re,rh) = E F(re,rh)' 

m e m h 7rEoEMreh 
(4.15) 

One can separate the center of mass and relative mot ion in this Hamilto­
nian in such a way that the total energy becomes 

fi2 k2 m*e4 1 
E=Eg+ 2M - 2fi2 (47rEOEM)2 n2 ' (4.16) 

where M and m* are the total and reduced masses respectively (l/m* = 

Iim; + l/mh) and k is the wave vector for the center of mass motion. From 
this, it is dear that the lowest excited states are those for k = O, giving rise to 
the hydrogenic lines. In this simple model, the lowest exciton wave function 
is 

(4.17) 

where f2 is the volume of the specimen, R is the center of mass position of 
the two quasi-partides and a is the exciton Bohr radius. 

4.2.2 Excitons in Quantum Wells 

We now investigate excitons in confined systems with no dielectric mismatch 
between the well and the barriers. Let us first consider the lD quantum well 
of Fig. 4.2 and the effective mass equation (4.15) for the exciton envelope 
function. The problem is complicated by the fact that there is confinement 
in the z direction. There can stiH be free mot ion of the center of mass in the 
directions x and y parallel to the layer. The ground state obviously corre­
sponds to no such mot ion and two variational wave functions for this state 
have been sought [86] 
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L la function (4.19) z 

(4.18) 

or 

F(re, rh) = 7sx~e)(ze)X~h)(Zh) exp [-~J p2 + (ze - Zh)2] , (4.19) 

where p = J(Xe - xh)2 + (Ye - Yh)2, NI and N2 are normalization constants, 

A is a variational parameter and xie) (ze) and xih ) (Zh) are the lowest states in 
each quantum well in the absence of electron hole interaction. As shown in 
Fig. 4.3, one gets the result that the bind ing energy in a quantum well with 
infinite potential barriers increases when the width Lz ofthe well decreases, to 
reach a limiting value of four times the bulk one, as for hydrogenic impurities 
(see Chap. 6). 

4.2.3 Exciton Binding Energy in Limiting Situations 

It is interesting to say few words about the limiting situations. When the size d 
of the nanostructure is much larger that the Bohr radius a of the bulk exciton, 
one obviously recovers the bulk exciton binding energy in the limit a/d -t 
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O. The other limit is more peculiar since the 1D (quantum wires) and 2D 
(quantum wells) extended systems behave differently from the OD quantum 
dot. Indeed, in the first two cases, it is stiH possible to build hydrogenic 
bound states in the subspace (ID or 2D) where the system remains infinitely 
extended. In the last case (OD), the situation becomes totally different. When 
dia « 1, the kinetic energy term which scales like l/d2 dominates over the 
Coulomb attraction which scales like l/d. In this case, we can start from 
the solution with pure kinetic energy, i.e. the unperturbed electron and hole 
wave functions that give rise to the confinement energy and we can treat the 
electron-hole attraction in first order perturbation theory. This means that 
(4.12) gives 

(4.20) 

where the average is taken over the unperturbed electron-hole wave functions 
which is just the product of their individual wave functions. It is this situa­
tion which we shall treat most often in the following, when discussing more 
quantitative calculations which can only be performed for relatively small 
quantum dots. 

4.2.4 The Infl.uence of Dielectric Mismatch 

Up to now we have only treated the case Ein = Eout. We now consider the 
situation where there is a substantial mismatch and we want to determine 
the extent of the cancellation discussed in Sect. 4.1. We do this for a spherical 
quantum dot of radius R with zero potential in the central region of dielectric 
constant Ein and infinite potential in the outer region of dielectric constant Eout 

(see also Sect. 2.1.4). As discussed before, in the strong confinement regime, 
we can treat the electron-hole interaction by perturbation theory. The zero­
order wave functions are those of a spherical square well (Sect. 2.1.4), i.e. 
<Pe CX sin(7rre /R)/re and <Ph cx sin(7rrh/R)/rh, the combined electron-hole 
wave function being their product. From this and the discussion of Sect. 4.1, 
we write 

(4.21) 

From (3.66) of Chap. 3, one gets the term al which corresponds to the 
surface contribution to the quasi-particle gap 

al = ~ + 0.933 e 2 _ 0.376 e2Eout , (4.22) 
EinEout Ein(Ein + Eout) Ein(Ein + Eout)2 

while aeh only corresponds to the n = O term of (3.24), i.e. to the first term 
in al: 

e2 
aeh= --. 

EinEout 
(4.23) 
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FinalIy the average direct electron-hole interaction exactly corresponds 
to (3.70) 

e = 1.79 e . ( 2) 2 
47rfOfinreh 47rfOfinR 

(4.24) 

The binding energy of the exciton EBX is the opposite of the last two 
terms in (4.21) and is given by 

E 7 e2 (1 0.933 fin - fout 0.376 
BX = 1. 9 - -- + --

47rfOfinR 1. 79 fin + fout 1. 79 
(fin - fout)fout) 

(fin + fout)2 . 

( 4.25) 

In the limit fin/fout :â> 1, a common situation, we see that the second 
term in (4.25) can reduce substantially EBX, to about half its value. 

4.3 Excitons in More Refined Semi-empirical Approaches 

4.3.1 General Discussion 

Here we present a natural extension of the previous models, based on the 
use of the configurat ion interaction (CI) method. The principle is to start 
from the eigenstates of a single partide Hamiltonian (like Hartree--Fock) for 
the N electron neutral system. Its ground state consists of a Slater determi­
nant corresponding to filled valence states and empty conduction states. One 
builds aH Slater determinants obtained from the ground state by excitat ion 
of 1,2 ... N electron-hole pairs and then one diagonalizes the full Hamiltonian 
matrix in this basis. This way of doing can lead in principle to the exact 
eigenstates of the system and, in particular, to the ground state and the first 
excitonic states. However, in practice, CI is impractical except for very small 
molecules and could not be applied even to relatively smaH semiconductor 
nanocrystals due to computational limits. 

A way to circumvent this difficulty is to write an expansion in terms of a 
limited basis set built from alI determinants corresponding to one electron­
hole excitat ion as in Sect. 1.2.5. We write 

(4.26) 
cv 

where l7Pvc) is the determinant obtained by exciting an electron from the 
valence spin-orbital Iv) to the conduction spin-orbital le). Standard rules 
(Sect. 1.2.5) show that the matrix of the Hamiltonian in this basis are given 
by 

(4.27) 

where the last term corresponds to the Hartree Coulomb attraction, the sec­
ond one being the exchange term. This limited expansion can be made exact 
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if one uses a folding procedure to include the effect of further excited states. 
The net effect will be to renormalize the electron-electron interactions as can 
be shown by the following argument. Let us consider that the Hamiltonian 
matrix is written as 

[H] = [Hoo HOR] (4.28) 
HRO HRR ' 

where Hoo corresponds to the subspace ofthe l7,bvc)' Let us call17,ba) and l7,biJ) 
the eigenstates of Hoo and HRR with energies Ea and EiJ, respectively. We 
write the total eigenstate of H as 

IWexc ) = 2: aa l7,ba) + 2: aiJl7,biJ) . 
a 13 

It is solution of the coupled set of equations 

(E - Ea)aa = 2: HaiJaiJ , 
13 

(E - EiJ)aiJ = 2: HiJalaal , 
a' 

which can be rewritten 

2: Ha 13 HiJal 
(E - Ea)aa = aa' . 

E - EiJ iJ,a' 

(4.29) 

( 4.30) 

( 4.31) 

This is the desired set of equations in the restricted subspace and one sees 
that the folding introduces effective energy dependent interactions between 
l7,ba) and l7,ba l ) given by 

2: HaiJHiJal . 
13 E - EiJ 

( 4.32) 

These terms renormalize the electron-electron interactions in (4.27). This 
procedure is in principle exact but the evaluation of the terms (4.32) is as 
complicated as the full CI problem. However in Sects. 1.2.4 and 1.2.5 we 
have introduced a simplifying procedure in which HRR was approximated by 
consider ing only plasmon excitations. We have shown that such a procedure 
naturally leads to the equations usually derived from field theoretic tech­
niques, Le. from GW and Bethe-Salpeter-like equations [32,36]. For single 
particle states, the GW equations contain an exchange-correlation self-energy 
involving dynamically screened electron-electron interactions (Sect. 1.2.4). 

In Sect. 1.2.5, we have shown that exciton states can be obtained from 
equations in which both the electron-hole Coulomb and exchange terms are 
dynamically screened. However the fact of screening or not the electron-hole 
exchange interaction has remained for long a controversial problem [37,204, 
205]. Our derivation concludes that it should be screened. This conclusion is 
strengthened by a recent paper on this problem [206]. 
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4.3.2 Excitons in Nanocrystals of Direct Gap Semiconductors 

Size-selective spectroscopic techniques such as resonant photoluminescence 
and photoluminescence excitation allow to get extremely detailed informat ion 
on the lowest excitonic states of quantum dots or nanocrystals [174,207-209]. 
This fine electronic structure is governed by the relative importance of dif­
ferent terms which constitute the Hamiltonian: confinement potential, spin­
orbit interaction, Coulomb and exchange interactions. Each of these terms 
depends on quantum dot size in a different way. Two limiting situations can 
be considered: the weak confinement regime, when the dot size is larger than 
a few exciton radii and the strong confinement regime, when the quantum 
dot size is smaller than the exciton Bohr radius. In the latter regime, the 
confinement energy is much larger than the Coulomb interaction and both 
carriers are independently confined. However, even in this case, the Coulomb 
interaction exists since the electron and the hole are in a finite volume. 

Tight binding configurat ion interaction calculations have been applied to 
the electronic structure of the lowest excitonic states in CdS nanocrystals 
with cubic lattice [174]. Here, the nature of the predictions will be analyzed 
in a simplified effective mass picture in order to identify clearly the evolution 
from bulk to quantum dots. Figure 4.4 summarizes this simple description 
of excitons in CdS quantum dots. Apart from the confinement effect, there 
are two terms in the Hamiltonian of a quantum dot which mainly determine 
the size dependence of its excitonic structure: the spin--orbit interaction and 
the electron-hole exchange interaction. Matrix elements of the spin-orbit 
interaction are constant. However the matrix elements of the electron-hole 
exchange interaction increase as the nanocrystal radius decreases. To under-

EIA 
3x 

o 
t1/'A 

2 3 
x 

Fig. 4.4. Right and left: energy level diagrams describing the fine structure of the 
excitonic spectrum; middle: splitting between lowest energy levels of the exciton 
as a function of the electron-hole exchange interaction L1x which itself depends on 
quantum dot size. AII the energies are in units of the spin-orbit coupling parame­
ter >. 
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stand the size dependence of the splittings between lowest exciton levels, one 
first considers two opposite limits: large and small dots. 

For large dots, the lowest states converge to the classical situation of the 
bulk CdS, namely light and heavy-hole excitons and the spin-orbit split ex­
citon. In this situation, the electron-hole exchange interaction is negligible 
with respect to the spin-orbit interaction (left side of Fig. 4.4). In this limit, 
the effective mass approximation becomes a powerful tool to calculate the 
electronic structure of spherical nanocrystals [146,210,211]. The first elec­
tron level is the lSe state with twofold spin degeneracy and the first level 
of holes is the lS3/ 2 state which is fourfold degenerate with respect to the 
hole angular momentum (Sect. 2.5.3). The next hole level is lS1/ 2 and its dis­
tance in energy from the lS3/ 2 level is equal to 3>'/2 where >. is the spin-orbit 
coupling parameter. Thus the lowest exciton state lSe 01S3/ 2 is eightfold de­
generate and the next higher state lSe 0 lS1/ 2 is fourfold degenerate. The 
introduction in a perturbation scheme of the electron-hole exchange inter­
action splits the lSe 0 lS3/ 2 level into two groups of states. Since the total 
angular momentum J remains a good quantum number, the lowest exciton 
state, fivefold degenerate, is characterized by a momentum J = 2 and will 
be denoted hereafter r2 . The upper exciton state, threefold degenerate, cor­
responds to a momentum J = 1 and will be denoted ru. In the effective 
mass approximation, the value of the splitting is related to the electron-hole 
exchange energy in the bulk (Ll~ulk = 0.23 meV in CdS [212]) and is given 
by the following expression [213,215] 

Llx = A (~)3 Ll~ulk, (4.33) 

where a is the Bohr radius (~ 30 A in CdS [214]) and A is a constant 
which depends on the nature of the semiconductor. The 1/ R3 scaling of 
Llx is a consequence of the effective mass approximation: more elaborate 
calculations based on empirical pseudopotentials predict exponents between 
2 and 3 for InP and CdSe quantum dots [205] (similar trends are obtained in 
tight binding for Si nanocrystals; see next section). 

The higher exciton state lSe 0 lS1/ 2 is also split by the electron-hole 
exchange interaction into two groups of levels with J = O and J = 1, denoted 
ro and r1u , respectively. 

In the opposite limit of small quantum dots (right side of Fig. 4.4), the 
electron-hole exchange energy is larger than the spin-orbit interaction. The 
lowest exciton level, formed by an electron in s-like states and a hole in p-like 
states, is split by the exchange interaction into a lower triplet state (8 = 1), 
ninefold degenerate, and an upper singlet state (8 = O), threefold degenerate. 
The introduction of the spin-orbit interaction in perturbation leads to the 
splitting of the triplet exciton state into three states with J = 2, J = 1 and 
J = O (r2 , ru and ro, respectively). The singlet state gives another J = 1 
state (r1u). 
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The intermediate case, when the electron-hole exchange interaction is 
comparable with the spin-orbit interaction, can be described by atomistic 
calculations like tight binding [174, 209]. In the simplified model described 
above, the Hamiltonian including exchange and spin-orbit interactions can 
be diagonalized in the basis of exciton states formed by the product of the s 
states for the electron and of the p states for the hole [209]. It leads to the 
following expressions for the energy splittings between the exciton states and 
the lowest state r2 

3A L1x 
E(ru ) - E(n) = - + - -

4 2 
( L1x _ 3A)2 + 2L1~ 

6 4 9' 

( L1x _ 3A) 2 + 2L1~ 
6 4 9' 

3A L1x 
E(rIu ) - E(r2 ) = 4 + 2 + 

3A 
E(ro) - E(n) = 2 ' (4.34) 

where L1x, the exchange term, is a function of the nanocrystal radius. Figure 
4.4 (middle) shows the energy splittings given by (4.34) with respect to L1x/ A, 
i.e. as a function of size. The model explains qualitatively the evolution of the 
excitonic levels predicted by tight binding calculations [209] that describe the 
photoluminescence excitation spectra measured on CdS nanocrystals [174, 
209]. However, one must note that the excitonic structure is in fact more 
complex due the presence of hole states with slightly higher energy which are 
not included in the model. 

This simple model also explains the probabilities of optical transitions. In 
the limit of small quantum dots where the exchange interaction is larger than 
the spin-orbit coupling, the optical transitions from the triplet (8 = 1) de­
rived states, i.e. r2 , r u and ro, to the ground state are forbidden in the dipole 
approximation while those from the singlet state rIu are alIowed (because the 
spin must be conserved in the transition; see Chap. 5). At increasing size, the 
exchange interaction decreases and the spin-orbit coupling mixes 8 = O and 
8 = 1 states, with the important consequence that the transition from r u 
becomes optically allowed [174,209]. 

4.3.3 Excitons in Si Nanocrystals 

We discuss here experimental data concerning the fine structure of optical 
spectra obtained for silicon nanocrystals. In particular, several works [216, 
217] have shown that the excitation spectrum of the visible luminescence at 
2K exhibits a threshold of a few meV and that, at higher energies, one gets 
phonon assisted transitions. In parallel, several groups have observed that 
the decay time of the visible luminescence decreases when the temperature 
increases from 4K to 100-200 K while the photoluminescence intensity also 
increases [216,218,219]. AlI these experiments have been interpreted on the 
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basis of a two-Ievel model pictured on Fig. 4.5 with a spin triplet as the lowest 
excitonic state followed by a spin singlet. 

To discuss the validity of this model, we follow the tight binding approach 
of [171]. This was based, as discussed in Sect. 4.3.1, on an expansion in a 
basis of Slater determinants obtained from the ground state by one electron­
hole excitation. The diagonal elements are deduced from the eigenvalues of 
a single partide tight binding Hamiltonian induding spin-orbit coupling. 
The unscreened Coulomb interactions are given, as discussed in Sects. 1.3.1 
and 3.3.2, by a Coulomb term Uat on site and e2 / (47rEoRij ) between two 
sites i and j distant of Rij. In view of the above discussions (Sect. 4.3.1), 
we follow [171] by screening the interactions by the bulk inverse dielectric 
matrix Eb";lk(r, r'). The net result is that Uat is screened to 0.3 of its bare 
value while e2/(47rEoRij) is screened by the bulk dielectric constant EM ([171] 
describesan essentially equivalent but more refined treatment). 

The two-Ievel model proposed in the literature [216,218--220] is based 
schematically on the fact that, from the spin 1/2 states of the electron and 
the hole, one can build one S = O and one S = 1 state. The energy splitting 
between these two states, due to the electron-hole exchange interaction, is 
expected to increase with confinement to reach values of order of 10 meV for 
crystallites of nanometer size [216,218,219]. At low temperature « 20 K), 
the excitons are mostly in the triplet state (Fig. 4.5) so that the radiative 
recombination time (from the S = 1 triplet exciton to the S = O ground state) 
would be infinite (the way to calculate the radiative lifetimes is described 
in Chap. 5). However spin-orbit coupling slightly mixes the two states so 
that the recombination time is finite but very long. At higher temperature, 
the singlet excitonic state becomes populated and the luminescence lifetime 
decreases. On the other hand, for selectively excited luminescence at 2K [216, 
217], the threshold in the excitation spectrum could be due to the fact that 
the excitons are photo-generated in the S = O state while the luminescence 
originates from the S = 1 state. This could then explain qualitatively both 
types of experiments. 

Figure 4.6 presents the calculated excitonic spectrum versus energy for 
a spherical crystallite. The spectrum is complex with many levels within 

excitonic 
states 

ground state 

-------- s=o 
-------S=l 

-------s=o 
Fig. 4.5. Two-level model for the 
recombination of excitons in silicon 
nanocrystals 
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Fig. 4.6. Calculated exci­
tonic spectrum of a spherical 
Si crystallite (diameter 3,86 
nm) . The levels are indi­
cated by vertical bars. The 
zero of energy corresponds 
to the lowest exciton level. 
The height of the bars repre­
sents the calculated radiative 
recombination rate 

20 meV. This is due to the multiple degeneracies of the conduction and 
valence bands from which the exciton states are built. The energy intervals 
between these levels (~ 1 me V) are induced by the Coulomb and exchange 
terms [64,221-223], and by inter-valley coupling (Sect. 2.5.2). The lowest 
excitonic state is of ten characterized by a small radiative recombination rate 
but the states just above can have much more important rates. The relative 
homogeneity of these rates is due to the spin-orbit coupling. If this one is 
neglected, the S = 1 states would have an infinite lifetime. However, in silicon, 
the situat ion is quite different from this limiting case since the spin-orbit 
coupling constant (,\ = 15 meV) is comparable in magnitude to the other 
couplings (Coulomb, inter-valley, exchange) so that all triplet and singlet 
states are mixed. Nevertheless, due to the exchange coupling, a general trend 
is observed that the lower states have on the average a lower recombination 
rate. A Boltzmann thermal average of these rates can indeed be roughly 
simulated by a two-level system with adjusted parameters. 

Another interesting effect is the importance of the geometry shown by 
the studies of spherical, ellipsoidal and undulating ellipsoidal nanocrystals 
[171]. The ellipsoids are defined by (x/a)2 + (y/b)2 + (z/b)2 = 1 with a > b. 
For the undulating ellipsoids, a fluctuation is introduced on the surface by 
using a random combinat ion of spherical harmonics with arbitrary orientation 
and amplitude [171]. Such shapes should describe reasonably the undulating 
wires which have been proposed as luminescent units for porous silicon [216]. 
The confinement then becomes anisotropic and the degeneracy of the states 
is lifted. In particular, the states at the top of the valence band, behaving 
like Px, Py and Pz, can be split into three distinct levels and the spin-orbit 
coupling is quenched when this splitting exceeds 15 meV. Figure 4.7 shows 
the corresponding exitonic spectrum for a = bV2 with the amplitude of 
the surface fluctuations fixed at 25% of the average radius (35% gives a 
similar result). The spectra are much simpler than before, the lower excitonic 
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6.0 10.0 14.0 18.0 22.0 
Energy (meV) 

Fig. 4.7. Calculated excitonic 
spectrum of a spherical Si crys­
tallite with complex shape built 
from an ellipsoid with a long axis 
of 2.4 nm, a short axis of 1.8 
nm, and 25% of surface undula­
tions. The levels are indicated by 
vertical bars. The zero of energy 
corresponds to the lowest exci­
ton level. The height of the bars 
represents the calculated radia­
tive recombination rate 

state having systematically a much lower recombination rate than the first 
state above. The two-Ievel model then correctly describes the asymmetric 
nanocrystals. 

We plot in Fig. 4.8 the energy interval between the two lowest excitonic 
states of the same undulating ellipsoids. The results do not depend on the 
ratio alb as long as this one is large enough. Calculations have been performed 
for several orientations of the main axis of the ellipsoids: (100), (110), (111) 
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Fig. 4 .8. Theory: splitting between the two lowest excitonic levels in Si crystallites 
with respect to their excitonic bandgap. The crystallites have undulating ellipsoidal 
shapes with a longer axis in the (100) (o), (110) (6) and (111) (+) directions (av­
erage over the directions: x) . Experiments: onsets measured by selectively excited 
photoluminescence (.) and energy splittings derived from the fit of the temperature 
dependence of the luminescence lifetime (.) [216] 
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together with an average over all directions. The predicted values scale with 
size approximately like 1/ R2 .8 where R is the radius of the crystallite. As 
shown in [171], the calculations also predict a difference of two to three orders 
of magnitude between the lifetimes of the two lower levels of the undulating 
ellipsoids, in agreement with experiment and with the two-Ievel model [216]. 
However, the calculated lifetimes are one to three orders of magnitude too 
long which is consistent with the importance of phonon-assisted transitions 
(see Sect. 5.4). 

Figure 4.8 shows that the predicted excitonic splittings are, on the aver­
age, half of those measured by selectively excited photoluminescence. How­
ever, as shown in [171], there is another contribution with similar magnitude 
arising from the coupling to acoustic phonons and leading to a Stokes shift 
between absorption and photoluminescence that scales approximately like 
1/R3 . This contribution is discussed in Sect. 5.2.7. 

4.3.4 Screening of the Electron-Hole Interaction 
and Configurat ion Interaction 

The semi-empirical tight binding approach described in the previous sections 
parallels that of A. Zunger and collaborators [224] which is based on the 
empiric al pseudopotential method (EPM). As shown in Chap. 2, both meth­
ods give identical results for the confinement energies. They also incorporate 
screening in the exciton problem in a similar way. In the following, we discuss 
the validity of this common approach and also comment on the inclus ion of 
configurat ion interaction in this framework. 

The calculations described in Sect. 4.3.3 and in [224] in fact make use of 
an expression like (4.12) for the exciton energy except that (e2/(41fEQEinreh)) 
is calculated in a more sophisticated way and that screened exchange terms 
are incorporated. In practice, both electron-hole Coulomb and exchange in­
teractions are written in terms of a screened interaction vsc(re, rh) which, 
generally, should be written 

( 4.35) 

where CI is the complete inverse dielectric function. However the correct 
CI must contain a contribution coming from the induced surface polariza­
tion charge (Chap. 3). If one separates this surface contribution, one could 
define an inner dielectric function E~l but this cannot be done exactly in 
a full calculation. Both calculations in Sect. 4.3.3 and in [224] have used 
this approach, taking different approximations for E~l and assuming com­
plete cancellation of the surface polarization contributions contained in the 
quasi-particle energies and the electron-hole interactions. In Sect. 4.3.3, and 
in [171], the Fourier transform of E~ 1 has been approximated by its diago­
nal part taken as l/EM(q) which is partly justified by the discussion of Sect. 
3.4.4. On the other hand [224] approximates cl(r, r') by <5(r - r')/ETF(r, r') 
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where ETF is a size dependent Thomas-Fermi model dielectric function. Both 
techniques may have their merits but the neglect of the induced surface po­
larization is not a priori justified, as shown by our simple calculat ion of (4.22) 
to (4.25) for the Coulomb terms. Their influence is expected to be weaker for 
exchange terms but this has not been checked quantitatively. 

Another point of concern is the validity of a configurat ion interaction (CI) 
calculation as performed in [224] using screened interactions. As discussed in 
Chap. 1 for the derivat ion of GW (Sect. 1.2.4) and of the equations for ex­
citons (Sect. 1.2.5), and also from the general considerations of Sect. 4.3.1, 
screening of the electron-hole interactions occurs as the result of the CI it­
self. In fact, a full CI interaction treatment would require use of unscreened 
interactions (e.g., see [206]). It is only when considering low energy excited 
configurations and folding the effect of higher excited configurations that one 
gets dynamically screened interactions as shown in Sect. 1.2.5. This means 
that the concept of screened interactions is valid only if low energy configu­
rations are considered up to a given cut-off in energy lower than the plasmon 
energy. 

In the next section, we apply the GW method for quasi-particle energies 
and we solve the equations of Sects. 1.2.4 and 1.2.5 for excitons to study 
nanostructures versus their dimensionality, which allows us to provide some 
answers to the previously raised problems. 

4.4 Quantitative Treatment of Quasi-particles 

In this section, the trends of the quasi-particle gap in semiconductor nanos­
tructures versus dimensionality are discussed and compared to the value ob­
tained in the local density approximation (LDA). General arguments are 
developed based on the GW approach which are then substantiated numeri­
cally by a tight bind ing version of this theory. The gap correction is shown to 
be dominated by the macroscopic surface self-polarization term and exhibits 
a non monotonic behavior versus dimensionality. 

In the literature, most quantitative calculations deal with the eigenvalue 
gap c~ determined from the difference in one-particle eigenvalues c~ - ce for 
the neutral system. c~ is obtained from empirical techniques (tight bind ing 
[221], pseudopotentials [76]) or from ab initio calculations in LDA [128] and, 
as we have seen, differs from ciP by large amounts fiE corresponding to self­
energy corrections. These can be estimated via the GW method [32] derived 
in Sect. 1.2.4 but the corresponding computations are very time consum­
ing and can be only applied to small systems [186,187,225-227]. Therefore 
simpler methods such as one-particle calculations are highly desirable but, 
as discussed above, their accuracy is a matter of controversies [228-230]. 
In principle, the quasi-particle gap ciP can be calculated exactly in density 
functional theory (DFT) as 

ciP = E(n + 1) + E(n - 1) - 2E(n) , (4.36) 
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where E(n) is the total energy of the n-electrons neutral system obtained 
by solving the one-particle Kohn~Sham equations [15] which, as discussed in 
Sect. 1.1.5, are written in terms of an effective exchange~correlation potential 
Vxc . In LDA, Yxc(r) is approximated locaIly by the corresponding expression 
of the homogeneous gas of the same electron density n( r). We discuss in the 
following why the quasi-particle gap (ciP)LDA obtained from (4.36) in LDA 
differs from the true ciP and, in finite systems, from the LDA eigenvalue gap 
(c~)LDA. We write 

ciP = (ciP)LDA + Ll = (c~)LDA + oE . (4.37) 

Here, we want to clarify the dependence of oE and Ll upon the dimension­
ality of the nanostructure. This is important since Ll reflects a discontinuity of 
the exact Vxc of DFT (not contained in LDA) upon addition of one-electron 
or hole to the neutral system [231,232]. We shall find that oE exhibits a 
smooth decreasing behavior with increasing dimensionality. On the contrary 
Ll presents a peak between QD and 3D, demonstrating the highly non-local 
nature of Yxc [233]. This behavior can be explained in terms of general ar­
guments based on the GW approximation in which one can isolate a surface 
long range (macroscopic) contribution to the self-energy. These arguments are 
then confirmed via a tight bind ing GW calculation [234, 235], well adapted 
to quantitatively treat this macroscopic part. 

4.4.1 General Arguments 

We start from the GW expres sion (1.114) of the self-energy in terms of the 
dynamicaIly screened electron~electron interaction W. In bulk metallic sys­
tems, W is the potential created by the electron surrounded by a full screen­
ing hole with size of the order of the Thomas~Fermi wavelength. In a bulk 
dielectric system, the long range screened potential is 1/(47fEQEM)lr - r'l 
where EM is the long wavelength dielectric constant. This now corresponds 
to a screening hole of magnitude (1 - IlEM) around the electron, the corre­
sponding screening charge -(1 - IlEM) being repelled at infinity. However, 
as shown previously, for finite systems, there is a contribution Wsurf to W 
coming from the fact that this screening charge is repelled on the surfaces. 
This corresponds to the macroscopic surface polarization charge in dielectrics 
and will give an additional important contribution oEsurf to the self-energy 
correction. Thus, as discussed in Sect. 4.1, for finite systems the total oE is 
equal to oEbu1k + oEsurf , where oEbu1k is the bulk correction to the energy 
gap. In simple cases like spherical dots, thin layers or cylindrical wires OEsurf 
can be readily estimated by the simple classical arguments of Chap. 3. 

An interesting feature of W surf is that it varies slowly within the nanos­
tructure and can be treated as a macroscopic potential. From (1.114), the 
corresponding contribution Esurf to the self-energy is given by 
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Esurf(r,r',w) = ~ LUk(r)U~(r') {':XO dw' ( nk , 
7r k la Ek - W - W 

1 - n k ) (' , - , rm Wsurf r, r ,W ) . 
W - Ek - W 

(4.38) 

Let us now consider (ueIEsurf(Ee)lue) for the LUMO (lowest unoccupied) 
state. The macroscopic potential Wsurf will only mix Ue with states Uk ex­
tremely close in energy and local behavior, i.e. the nearby empty states for 
which IEe - Ekl «w' ~ Ws the plasmon energies. From (1.89) applied to the 
surface induced potential (Vind)surf = Wsurf , we see that we can use the static 
screening limit to obtain 

1 
(ueIEsurf(Ee)lue) = "2 L(Ueue/IWsurf(W = O)luc'ue) , (4.39) 

e' 

where the sum is over empty states Ue" We now perform a unitary transfor­
mation from the delocalized Ue' states to localized Wannier functions Cj and 
get 

1~ 2 
(ueIEsurf(fe)lue) = "2 6 1(ueICj)1 (CjCjIWsurf(w = O)ICjCj) . ( 4.40) 

j 

A similar expression holds true with the opposite sign for a hole in the 
HOMO (highest occupied) state in terms of the Wannier functions of the 
valence band. oEsurf is then obtained as the difference between these two 
quantities which should practically be equal to averages of the classical image 
potential over the quantum state of interest. 

One can wonder if this surface contribution is contained in a LDA calcu­
lat ion of nanostructures such as the one performed in [230], i.e. in (EiP)LDA 
obtained from (4.36). The difference E(n + 1) - E(n) can be calculated to 
lowest order (equivalent to linear screening) by using Slater's transition state 
[236] as detailed in [237], expressing E(n + 1) - E(n) = Ee(n + 1/2), the 
LUMO calculated self-consistently with 1/2 electron occupation. This cor­
responds to a bare excess electron density (l/2)lue(r)12 which should be 
screened. For 1D, 2D and 3D systems where the wave function has infinite 
extension, this is vanishingly small with no net effect on Ee(n+ 1/2) = Ec(n). 
This is not true however for OD systems where this density is finite, of order 
1/ il (il being the quantum dot volume). In that case a total screening charge 
of -(1/2)(1-1/Ein) is repelled on the surface giving a contribution analogous 
to (4.40). The same is true for a hole. We thus end up with the conclusion 
that oEsurf is correctly obtained in LDA for OD systems but not for 1D and 
2D systems. 

4.4.2 Tight Binding GW Calculations 

We now want to substantiate these general arguments by a more detailed 
calculation. However ab initio GW calculations for large nanostructures are 
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presently not possible due to computational limits. This is why we dis­
cuss here the tight binding formulat ion of [234, 235] performed for spherical 
nanocrystals with diameter up to 2.2 nm and for quantum welIs with (001) 
surfaces. In both cases, surface dangling bonds are saturated by hydrogen 
atoms to avoid spurious states in the bandgap. We have seen in Sects. 1.3.1 
and 3.3.2 that tight binding is an efficient way to calculate 10- 1 even for large 
crystallites [190] and that it can be applied to simplify the GW calculation. 
In (1.114), the eigenstates Ul are defined in an atomic basis composed of one 
s and three p orbitals for each silicon atom. As shown in detail in Sect. 1.3.1, 
due to the neglect of terms involving overlaps of difIerent atomic orbitals, 
the main advantage of the tight binding method is that alI the functions and 
operators (e.g. e l , V) are defined by matrices at discrete values of r corre­
sponding to the atomic positions ~, the size of the matrices being equal to 
the number of atoms in the system. The matrix of W is equal to the prod­
uct of the matrix of 10- 1 and v. 10 itself is equal to 1 - vx where X is the 
polarizability matrix [190]. E is thus also defined by a matrix which can be 
calculated from (1.114). 

The previous discussion shows that tight binding alIows to get information 
on the self-energy operator E. However what is realIy needed is, starting from 
a given independent partide Hamiltonian h, to get the corresponding self­
energy correction 8E. Calling Vxc the exchange-correlation part of h, 8E can 
be expressed to first order in perturbation as [238] 

(4.41) 

The main problem is then to calculate Vxc . The most natural method is 
to start from the tight binding Hamiltonian h = hTB • The corresponding 
Vxc = (VxchB is simply transferred without change from the bulk to the 
duster case. It thus represents the best approximation to Ebulk, the bulk 
self-energy. Thus a simple recipe is to replace (VxchB by Ebu1k(€c,bulk) in the 
first term of (4.41) and by Ebulk(€v,bulk) in the second one, where €c,bulk and 
€v,bulk are the bulk values. The corresponding results are given on Fig. 4.9 
as a function of the duster radius R. 

For obvious reasons one might also want to get 8E start ing from ab initio 
LDA calculations, i.e. using in (4.41) E deduced from tight binding with the 
corresponding (Vxc)LDA == Vxc. In this case it is more difficult to determine 
E - (Vxc)LDA since a central difficulty in tight binding comes from the use 
of a minimal basis set, so that the completeness relation Lk uk(r)uk(r' ) = 
8(r - r') is not verified. The consequence is that the short-range part of 
E (when r ---+ r') is not correctly described [238] and it is precisely this 
part which is well approximated by (Vxc)LDA [239]. We have thus calculated 
E - (Vxc)LDA by two distinct methods: 

1. folIowing the arguments of [239], we consider that the short range part 
of E corresponds to (Vxc)LDA so that the matrix E - (Vxc)LDA is simply 
equal to E in which the diagonal terms are removed; 
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Fig. 4.9. Variation ver-
sus size of the self-energy 
correction (1517 -I5Ebulk) 
in spherical Si nanocrys-
taIs: fuIl tight binding 
(.), first LDA method 
( x) and second LDA 
method (A). Macro-
scopic electrostatic en-
ergy I5Esur f (stmight line) 
for the separate addition 
of an electron and a hole 

2. foUowing [238], we replace (Vxc)LDA by the self-energy operator 17hom of 
the homogeneous electron gas with the same electron density. The matrix 
elements of 17hom are also calculated in tight binding. The homogeneous 
gas is described using a simple Thomas-Fermi model where the matrix 
X of the polarizability is diagonal. Each diagonal term of X is equal to 
N(cF), the density of states per atomic volume at the Fermi level of the 
free electron gas (we use for the atomic volume of silicon the bulk silicon 
value and for hydrogen a spherical volume of radius 1 A). 

Details on the tight binding calculat ion are given in [234]. The self-energy 
corrections to LDA calculated for bulk Si (o17bu1k ) are respectively 0.41 eV 
and 0.75 e V with the first and second methods, to compare with an average 
difference of 0.65 eV between experimental and LDA gaps [225-227] (the fuU 
tight binding one is zero by construction). On Fig. 4.9 we plot 017 - o17bu1k 

calculated for nanocrystals containing up to 275 Si atoms. In spite of their 
differences, the three approaches give very similar results, especiaUy for R > 
0.6 nm. 

Figure 4.9 shows that the main contribution to 017 - 017bulk is actuaUy the 
classical electrostatic surface polarization effect discussed in Sects. 4.1, 3.5.1 
and in [166]: when one puts an extra electron (or hole) into a nanocrystal, 
the electronic relaxation (screening) induces charges at the surface and the 
extra particle interacts with this self-image charge distribution leading to 
a self polarization energy. A veraging this quantity over the cluster with a 
statistical weight given by the particle wave function, the total result o17surf 

is obtained in this way for the separate addition of one electron plus a hole 
into the cluster. An exceUent approximation is obtained by using an effective 
mass wave function sin(1fr/ R)/r which, from (3.67) and (3.68) applied to a 
cluster embedded in vacuum, leads to the analytic expression 

o17surf>:::: 1- - -- +0.94 -- . ( 1) e2 e2 (fin - 1) 
fin 41ffOR 41ffOfinR fin + 1 

(4.42) 
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We have seen in Chap. 3 that, in a nanostructure, one can stiH define a lo­
cal macroscopic dielectric constant, equal to its bulk value EM within the clus­
ter, except in the vicinity of the surface where the probability [sin(7rr / R)/rF 
of finding the charge carrier practically vanishes. Thus it is fully justified to 
use for Ein in (4.42) the corresponding bulk value EM. This gives the con­
tinuous line of Fig. 4.9, in excellent agreement with the numerical values. 
However the use of an average size dependent Ein(R) as in [166] makes little 
difference except for very small clusters. 

In Fig. 4.10, we plot JE - JEbulk = JEsurf for a (100) quantum well 
of width d. As for spherical nanocrystals, we find that JEsurf is close to 
the macroscopic value calculated using the image-charge method presented 
in Sect. 3.5.2, assuming an effective mass wave function cos(7rz/d) for the 
electron and the hole. From (3.76) with El = Ein and E2 = 1, we have 

2e2 
[ (Ein - 1) (2) ] JEsurf ~ 0.219 --- - In ---

47rEOEind Ein + 1 Ein + 1 
(4.43) 

4.4.3 Conclusions 

From the previous sections, we see that one can write to an excellent degree 
of accuracy and for any dimensionality 

ciP = c~ + JE ~ c~ + JEbu1k + JEsurf . (4.44) 

It applies to any type of one-particle calculations, in particular to LDA 
where JEbu1k ~ 0.65 eV [225,226]. This is supported by recent results [64, 
132,133] which consistently show that (c~hB obtained by the best tight 
binding methods agrees with (E~)LDA + (JEbu1k)LDA and with the EPM value 
(c~)EPM' 

In Fig. 4.11, we plot the variations of JEsurf when going from OD to 3D 
[235]. As a gedanken experiment, we can consider a continuous change in 
the shape of a nanostructure with an ellipsoid surface of equation x 2 / a2 + 
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Fig. 4.11. Variation of oE­
oEbu1k in Si nanostructures of 
increasing size, going from a 
sphere (OD) of diameter d (d 
= 2 nm) to a cylindrical wire 
(ID) of diameter d to a well 
(2D) of width d and then to 
the bulk. The lines are only 
guides for the eyes 

y2/b2 + Z2/C2 = 1, going from a sphere of diameter d (a = b = c = d/2), to 
a cylindrical wire (a --+ 00), to a well (b --+ 00) and to the bulk (c --+ 00). It 
is important to note that the size of the nanostructure is always increasing, 
and thus we expect that the influence of the surfaces must decrease. This is 
verified in Fig. 4.11 where l517surf is continuously decreasing as must be the 
case for the self interaction energy with surface polarization charges. 

From this, one can deduce the variations of the gap correction L1 - L1bulk 
from t hose of 1517 - l517bu1k = 15 17surf . From (4.37) and using the fact that 
L1 bu1k = l517bu1k , we obtain that : 

(4.45) 

For reasons discussed previously (EiP)LDA = (E~)LDA in extended systems 
(ID, 2D, 3D), while at OD the situation is different because (EiP)LDA fully 
includes the surface contribution l517surf . This leads to the curve of Fig. 4.12, 
calculated for d = 2 nm. Contrary to 15I; - 1517bulk the behavior of the gap 
correction is strongly non monotonie with dimensionality. 

The main result here is that the correction to the exchange--correlation 
potential is much larger in wires and wells than in spherical dots, whereas 
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the system size is constantly increasing. Thus ..1 - L1bu1k does not follow a 
simple scaling law with respect to the size of the nanostructure. These results 
point out a fundamental difference between finite and infinite systems as re­
gards their description in a Kohn-Sham approach. It is particularly interest­
ing to note that a similar conclusion can be drawn for calculations of optical 
spectra in time-dependent density functional theory using the adiabatic LDA 
(TDLDA) for the exchange-correlation kernel fxc. It turns out that in general 
TDLDA yields good results in finite systems [36,48], with spectra consider­
ably improved compared to bare spectra based on time-independent Kohn­
Sham LDA eigenvalues (e.g. [240]), but for solids TDLDA results are close to 
those obtained in a simple random-phase approximation [36,48,50] (see Sect. 
1.2.7). Transition energies in finite systems calculated in TDLDA include the 
time-dependent response to the density variat ion due the electron-hole exci­
tation, which is infinitesimally small in extended systems [48,241]. 

We can now discuss the origin of the evolution of ..1- L1bu1k . Taking into 
account that the variations of the self-energy correction 8E - 8Ebu1k have a 
simple dependence on the system size which can be understood from macro­
scopic electrostatics, the behavior of L1-L1bu1k reflects that the decomposition 
between the different terms in the Kohn-Sham effective potential is arbitrary 
[233]. This is particularly clear when going from OD to lD (Le. varying a from 
d to infinity) since the same physical quantity, the self-polarization energy, 
which is provided by the Hartree self-consistent term at OD has to be to­
tally included in the true Vxc at lD. Thus any attempt to include surface 
self-polarization terms in the exchange-correlation energy, for example us­
ing a more sophisticated description of the exchange-correlation hole in the 
vicinity of a surface would require for Kc an ultra-non-Iocal functional of the 
electron density. 

Our previous considerations show how one might improve current LDA 
calculations of nanostructures in a simple way. One possibility would be to 
use a standard LDA calculation for the nanostructure, then add the bulk 
correction 8Ebulk as a scissor operator and finally determine the surface cor­
rect ion 8Esurf . To calculate this macroscopic surface polarization term, one 
could discretize the system into cells (of the order of the atomic cell or more), 
evaluate the charge in such a cell, calculate self-consistently the correspond­
ing Wsurf and determine the average self-energy correction from (4.39) or 
(4.40). 

As a final point, we would like to underline the fact that the macroscopic 
surface contribution also occurs for metallic nanostructures, even when using 
a free electron approximation. In that case the full screening hole is repelled 
to the surface (c:i;/ -+ O). It is this term which is at the origin of the Coulomb 
blockade effect and which is usually treated in terms of capacitance in asso­
ciation with the electrodes (Chap. 8). 
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4.5 Quantitative Treatment of Excitons 

We now consider numerical calculations of the excitonic gap performed via 
direct resolution of (1.125) and (1.126) [186,187,234]. Again, we consider sil­
icon crystallites as a test case. We start from (4.10) and express the excitonic 
gap c~xc as the difference between the quasi-particle gap ciP and Ecou\, the 
attractive interaction between these two quasi-particles. We have 

exc _ qp E - o + ;,;" E c g - c g - coul - c g ULJ - coul, ( 4.46) 

where Ecoul = -(Heh ) of (4.10) and ciP is written as the sum ofthe indepen­
dent particle value c~ and the self-energy correction oE. We shall see that 
there is strong cancellation between the two large quantities oE - oEbulk = 

oEsurf and Ecoul, such that c~xc ~ c~ + OEbulk. This justifies why the single 
particle calculations yield accurate results for c~xc. We also show that Ecoul 

like O E is dominated to a large extent by surface polarization charges, and 
we discuss on this basis the amount of cancellation between oEsurf and Ecoul. 

4.5.1 Numerical Calculations 

These calculations proceed in two steps: 

- by calculat ing the separate electron and hole quasi-particle energies via the 
GW method discussed in the previous section 

- by determining the attractive Coulomb interaction between these quasi­
particles via the resolution of (1.125) and (1.126). 

Such work has already been achieved with success from an ab initio point 
of view for bulk semiconductors [242], Na4 clusters [186] and small silicon 
clusters saturated by hydrogen atoms (up to Si14H20 ) [187]. However the 
computation is very time consuming and cannot be extended to nanocrystals. 
This is why the use of the tight bind ing formulation allows again to treat much 
larger clusters and get more informat ion about the trends of c~xc with size. 

Let us then rewrite (1.125) and (1.126) which can be derived from the 
Bethe-Salpeter equations [187]. We first consider the case of triplet states 
for which we can drop the exchange terms (their influence will be discussed 
later). As shown in the derivat ion of (1.125), the excitonic states can be 
obtained from a diagonalization of an Hamiltonian, expressed in a basis of 
single particle excited states 7/Jvc as 

( 4.47) 

where the screened Hartree potential is obtained from (1.126). In (4.47), we 
have made apparent that Ce and Cv of (1.125) are the quasi-particle energies 
c~P and c~P obtained by the GW method. As for GW, these matrix elements 
are calculated in a tight bind ing framework. For the frequency dependence 
of (1.126), a single plasmon pole approximation is used together with a first 
order expansion of the correction with respect to the static approximation 
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Fig. 4.13. Exciton Coulomb energy Ecoul versus size in Si nanocrystals: fuU GW 
+ Bethe--Salpeter calculat ion (+), classical electrostatics calculat ion with effective 
mass wave functions (straight line). Difference between the self-energy correction 
oE - OEbulk = OEsurf andEcoul: fuU tight binding calculation (.) , second LDA 
approximation (.) and ab initio results (x) from [187]. EBx is the classical binding 
energy of the exciton given by (4.25) 

[187, 234]. The matrix equation (4.47) is then diagonalized increasing the 
number of electron hole states till convergence is reached (this usually requires 
10 electron and hole states). The lowest eigenvalue obtained in this way thus 
corresponds to the triplet exciton gap c~xc. The corresponding results are 
given on Fig. 4.13. However, for reasons which will become clear later, it is 
more interesting to plot Ecoul versus size, taken from (4.46) as the difference 
ciP - E~xc. On the same figure, the computed Ecoul is also compared with the 
result of the classical electrostatic argument [166] discussed in Sect. 4.2.4, 
where the effective interaction for the electron and hole at distance Teh is the 
sum of two terms: a direct screened interaction plus the interaction of one 
particle with the polarization charge induced by the other. Taking the average 
of this with respect to the electron and hole distribution in the effective mass 
approximation gives (4.21) to (4.24). With Cout = 1, this leads to 

( e2 ) O!eh ( ) (0.79 ) e2 
Ecoul:::::: 4 + -4 R cin - cout = -- + 1 4-R' (4.48) 

7fcOCinTeh 7fco cin 7fcO 

which we plot on Fig. 4.13. The values for Ecoul are extremely well approxi­
mated by the classicallaw. 

Figure 4.13 also shows the difference (817 - 8Ebulk) - Ecoul for the two 
extreme values of 8E - 6Ebulk obtained in [234] (see Fig. 4.12). The latter 
are compared with the same quantity obtained from the full ab initio GW 
calculat ion [187] for SiH4 , Si5 H12 , SilOH16 and Si14H20 . The tight binding 
values fall in the same range as the ab initio values, especially those arising 
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from the second LDA model. A striking feature displayed by Fig. 4.13 is that 
the quantities Ecoul and JE - JEbulk , while being pretty large, compensate 
each other to a large degree and, for clusters with R > 0.6 nm, the two 
quantities are practically identical so that their contributions to the excitonic 
gap cancel each other. 

4.5.2 Interpretation of the Results 

From (4.46), the compensat ion between Ecoul and JE - JEbulk leads to 

exc ~ 0+-,,, 
Eg ~ Eg ULJbulk. ( 4.49) 

This means that E~xC is, to an excellent approximation, directly given by 
the single-particle gap (E~hB in full tight bind ing (where JEbulk = O) and 
(E~)LDA + 0.65 eV in LDA calculations. This result not only justifies the use 
of single particle calculations to get the excitonic gap but also explains the 
agreement between empiric al and LDA results once these are shifted by the 
bulk correction 0.65 eV [64]. Of course the cancellation is not strictly exact 
but for R > 0.6 nm it is verified to better than 0.2 eV on Fig. 4.13. One 
can also notice that (4.49) is likely to hold true to some extent for other 
semiconductor crystallites. It has been checked in [234] that this is indeed 
the case for Ge and even for C for which, at R = 0.8 nm the deviation from 
perfect cancellation is 0.8 e V stiH small compared to the gap value (~ 12 e V 
in this case). 

An important point to consider is the accuracy of tight binding predic­
tions. The most important source of errors is probably the short range contri­
but ion in the GW part. In this regard one measure of the uncertainty in the 
calculations is the dispersion of the results for JE - JEbulk between the three 
approximations used to include this short range term. The corresponding er­
ror is ±0.2 eV at R = 0.6 nm but decreases very rapidly with size to become 
practically neg ligi bIe at R = 0.8 nm. Another interesting point is iHustrated 
on Fig. 4.13 which shows that the results with the Thomas-Fermi approxima­
tion (second LDA model) agree well with the ab initio calculations for small 
crystallites. As they also provide a fairly accurate bulk value JEbulk = 0.75 
eV, this certainly means that they must remain practically exact over the 
whole range of sizes, strengthening the conclusion concerning the amount of 
cancellation between Ecoul and JE - JEbulk . 

Finally the cancellation has been confirmed by recent ab initio calculations 
using the quantum Monte-Carlo method [243], in quantitative agreement with 
the tight binding predictions. 

To explore the generality of this effect it is necessary to come back to the 
general analysis of Sect. 4.1, in particular to (4.11) which contains all effects 
discussed above. Let us then first compare it to the numerical results of Fig. 
4.13. For the macroscopic surface contribution, it is certainly a quite accurate 
approximation to use sin( 7r'r / R) / 'r wave functions leading to al and aeh given 
by (4.22) and (4.23). Furthermore, in the strong confinement limit and for 
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2 

a non degenerate excitonic state, the term (T - 47r€o:;nTeh) can be analyzed 
by first order perturbation theory, for which sin(7rr/R)/r wave functions are 
certainly pretty good. Thus the binding energy of the exciton EBx (which 
corresponds to our 8E - 8Ebulk - Ecoul) given by (4.25) should provide an 
already accurate answer. It is exactly what is demonstrated in Fig. 4.13 where 
(4.25) is represented for fout = 1. This curve provides a fair average of the 
numerical results except that it does not contain their oscillations which are 
in fact due to interference effects characteristic of the degeneracies of the 
low energy excitonic states. Thus probably the most accurate economical 
method would be to use (4.11), evaluate the surface correction (term al -

aeh) with effective mass wave functions and then calculating directly (T -
2 

4 e ) as was done in Sect. 4.3. However, in alI cases of interest, the 
7r€Q€inTeh 

surface correction is likely to be quite small and should not affect the excitonic 
splittings determined in this section. 

A last point concerns the influence of the surface polarization contribution 
on the exchange terms. From the previous discussions, the corresponding 
induced potential varies slowly in space and should not affect the exchange 
terms that contain products uc(r)u~(r) which strongly oscillate in space. 

As a general conclusion, the full numerical calculations tend to support 
semi-empirical methods which, starting from E:~P, diagonalize the screened 
electron-hole Hamiltonian in the basis of the states corresponding to single 
electron-hole excitations. However the use of static screening might become 
wrong if E:g/ws becomes too large. FinalIy, in alI these problems, the use of 
bulk dielectric screening within the cluster is appropriate for reasons given in 
Chap. 3 and gives results in better agreement with numeric al calculations. 

4.5.3 Comparison with Experiments 

Since the discovery of the photoluminescence of porous silicon in 1990 [244], 
much work has been carried out to study the optical properties of silicon 
nanocrystals. After many debates, it seems that there are several origins to 
the luminescence depending on the nature of the materials, their synthesis 
and their treatment. In most cases, the luminescence is either due to electron­
hole recombination between quantum confined levels in the nanocrystals or 
involves defect states at the interface between the nanocrystals and their sur­
rounding oxide layer. Recently, experiments performed on silicon nanocrystals 
produced by laser pyrolysis of silane have shown that, in this case, the photo­
luminescence could be most probably associated with quantum confinement 
effects in a wide range of size [245,246]. A size-selective deposition of the 
nanocrystals on quartz substrates alIows to measure the photoluminescence 
arising from an extremely narrow distribution of sizes. Figure 4.14 presents 
the results for three distinct samples. Note that the estimat ion of the size 
takes into account the shrinking of the crystalline core as a result of the 
surface oxidation [247]. We also plot for comparison the gap versus size oh­
tained from tight binding calculations [64] ((E:~hB) and the gap corrected 
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Fig. 4.14. Correlation between average diameter and photoluminescence peak en­
ergy measured on three different samples [247]. Tight binding prediction for the gap 
versus size without (stmight line) or with (dashed line) the correction -EBX given 
in (4.25) 

by EBX . We have seen in Sect. 2.3 that these calculations predict bandgaps 
in good agreement with other methods. The agreement between theory and 
experiments in Fig. 4.14 is good for sizes around 3 nm. In the range 4-7.5 
nm, photoluminescence peak energies are higher than the predicted ones, es­
pecially for one sample (+) for reasons which are not yet understood. The 
discrepancy in this range is larger than the difference between the different 
theoretical predictions (see Fig. 2.10 in Chap. 2). For particles with diame­
ters below 3 nm, the saturation of the photoluminescence energy around 2 e V 
could be due to the appearance of an oxide-related surface state within the 
gap of the nanocrystals [248]. 

4.6 Charging Effects and Multi-excitons 

We discuss here situations frequently observed experimentally where injection 
of carriers and excitations across the gap result in charging effects and multi­
excitons. We describe calculations with different levels of sophistication and 
compare them to the results of tunneling spectroscopy and photoluminescence 
experiments. 

4.6.1 Charging Effects: Single Partide Tunneling Through 
Semiconductor Quantum Dots 

We consider the tunneling spectroscopy experiments on InAs nanocrystals 
performed by Banin et al. [249] using a scanning tunneling microscope. They 
reveal rich features due to the interplay between quantum confinement and 
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Fig. 4.15. Typical double barrier tunnel junction. (a) It consists of two metallic 
electrodes El and E2 (e.g. a substrate and the tip of a scanning tunneling micro­
scope) coupled to a nanostructure by tunnel junctions Jl and J2 with capacitances 
CI and C2 and tunneling rates r l and r 2 . (b) El and E2 are characterized by 
Fermi energies c:} and C:J 

charging effects. In this context, we start by describing the calculations [138, 
173] which allow a detailed understanding of the experimental data. 

In [138, 173], the energy levels ci and c? of spherical InAs nanocrystals 
have been calculated with a Sp3 tight bind ing model with second nearest 
neighbors interactions, as described in Sects. 2.4 and 2.5. The lowest conduc­
tion level (lSe) is s-like, twofold degenerate, and the next level (lP e) is p-like, 
sixfold degenerate (see Fig. 2.12 in Sect. 2.5). The highest two valence levels 
are found fourfold degenerate. The calculations of the transport properties 
use an extension of the theory of Averin et al. [250] (see Sect. 8.2.2) and con­
sider a standard double barrier tunnel junction [251] (Fig. 4.15). The system 
consists of two metallic electrodes El and E2 weakly coupled to a semicon­
ductor quantum dot by two tunnel junctions J1 and J2 with capacitances CI 
and C2 . The metallic electrodes El and E2 are characterized by their Fermi 
energies cf = Cf - e(ţ) and c; = Cf , where (ţ) is the bias voltage. The total 
energy of the quantum dot charged with n electrons and p holes with respect 
to the neutral state can be approximated by [138,251] (Sect. 3.5.1): 

E({nd, {pd , (ţ)) = L nicr - LPic? + 'TJe(ţ)q + ~Uq2 . (4.50) 

ci and c? are the conduction and valence energy levels in the quantum dot, ni 
and Pi are electron and hole occupation numbers (n = Li ni, P = Li Pi), and 
q = p-n. In terms ofthejunction capacitances CI and C2, U = e2j(Cl +C2) 
is the charging energy (Sect. 3.5.1) , and 'TJ = CI/(Cl + C2) is the part of the 
bias voltage (ţ) that drops across junction J2 in the neutral quantum dot. 
Tunneling of an electron via the energy level ci occurs at transition energy 
(see also Sect. 8.2.2) 
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e~(qlq -1, ip) = E(ni = 1, {Pj}, ip) - E(ni = 0, {pj}, ip) , (4.51) 

=e~-17eip+U(-q+~). (4.52) 
2 

SymmetricaIly, hole tunneling occurs at ef(q + llq, ip). The current is cal­
culated using the orthodox theory presented in Sect. 8.2.2 where one defines 
tunneling rates [138,250] through the junctions (Fig. 4.15). Both electrons 
and holes are treated at the same time incorporating the electron-hole re­
combinat ion rate R( n, p) from the charge state (n, p) to the charge state 
(n - l,p - 1) into the master equations [138,173]. At T -+ ° K, the I(ip) 
curve looks like a staircase [250] (Sect. 8.2.2). It exhibits a step each time ci 
or e~ crosses a transition energy. A new charge state then becomes available 
in the quantum dot (addition step) , or a new channel e~ or ef is opened for 
tunneling to a given, already available charge state (excitat ion step). 

This behavior is apparent in the results of Banin et al. [249]. The dif­
ferential conductance G(ip) = dI(ip)jdip is shown in Fig. 4.16 for an InAs 
nanocrystal 6.4 nm in diameter. The tip was retracted from the quantum 
dot so that C1/C2 is maximum and 17 is close to unity. A zero-current gap is 
observed around ip = 0, followed by a series of conductance peaks for ip < ° 
and ip > O. 

To compare with the interpretation of Banin et al. [249], two types of 
calculations have been performed [138, 173]: 

- using the capacitive model of (4.50) with the calculated tight binding level 
structure, U and 17 being considered as fitting parameters chosen to opti­
mize the agreement with the position of the peaks in the G(ip) curve 

- a full self-consistent treatment on a system with a realistic geometry de­
scribed in Fig. 4.17 and in [138, 173]. The ground state energy Ea (n, p, ip) 
is self-consistently computed for a set of charge states (n,p) and several 
voltages ipi. This is done in the Hartree approximation corrected from the 
unphysical self-interaction term [138] (the method is described in Sect. 
3.2.2). The electrostatic potential inside the quantum dot is computed 
with a finite difference method. The tunneling rates (Sect. 8.2.2) are taken 
as adjustable parameters but the position of the calculated conductance 
peaks does not depend on their value. Details on the calculat ion are given 
in [138]. 

The calculated G(ip) curves are compared to the experimental one on 
Fig. 4.16. The agreement with experiment is extremely good with practicaIly 
a one to one correspondence between the calculated and experimental peaks 
over a range of 3.5 V. The negative bias voltages side is clearly improved in 
the self-consistent calculation. 

For ip > 0, the first group of two peaks is assigned to the tunneling 
of electrons filling the ISe level [249], the splitting between the two peaks 
corresponding to the charging energy. Similarly, the next group of six peaks 
mainly corresponds to the tunneling of electrons through the lP e level, and 
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there is some contributions from the tunneling of holes. There are also two 
excitation peaks Xl and X 2 on Fig. 4.16 (tunneling through the 1Pe level in 
the charge states n = ° and n = 1) that are hardly visible on the experimental 
G( <p) curve. 

For <p < 0, the first two peaks can be unambiguously assigned to the 
tunneling of holes filling the highest valence level. However, the next group 
of peaks is a very intricate structure involving single-hole charging peaks and 
tunneling of electrons through the lSe level. This disagrees with the inter­
pretat ion of Banin et al. [249] based on single-hole transitions. In particular, 
the strong increase of the current below -1.25 V is mainly related to the 
tunneling of electrons through the 1P e level. 
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Fig. 4.16. Comparison between calculated [138,173] and experimental [249] dif­
ferential conductance G(tp) curves for a 6.4 nm diameter InAs nanocrystal. The 
optimized parameters for the capacitive model are U = 100 meV and TI = 0.9 
(CI = l.44 aF, C2 = 0.16 aF). The calculated peaks are broadened with a Gaus­
sian of width (J' = 15 meV 
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Fig. 4.17. A scanning tunneling microscope 
is used to probe the electronic structure of a 
6.4 nm InAs nanocrystal. The quantum dot is 
linked to the gold substrate by a 5 A thick 
hexane dithiol layer and is surrounded by a 
5 A thick layer of molecular ligands (dielectric 
constant = 2.6) . The radius of curvature ofthe 
Pt-Ir tip is 2.5 nm, and the tip nanocrystal 
distance is 5 A 
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Fig. 4.18. Comparison be­
tween calculated [138,173] 
(x) and experimental [249] 
(O) bandgap energies c~ of 
InAs nanocrystals versus size 

The experimental spectra have been measured for different nanocrystal 
sizes allowing to deduce the one-partide bandgap c~ = cl-cf (Fig. 4.18) and 
the charging energy U (Fig. 4.19) [249]. Figures 4.18 and 4.19 show that the 
self-consistent tight bind ing values agree extremely well with experimental 
ones in the whole range of sizes. This result strongly supports the above 
interpretat ion of the tunneling spectra and validates the predictions of the 
tight bind ing calculations even for large confinement energies. 

0.4 Fig. 4.19. Comparison be-

0.35 o <nT=2.6 
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o bind ing) and experimental o I>DT = 7.5 0.3 O (STM = scanning tunneling 
* STM * O o microscopy results of [249]) 0.25 O * ;> O charging energies U versus 

~ the bandgap energy for the ;::l 

geometry shown in Fig. 4.17. 
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S.8 1.2 IA 1.6 1.8 2 Charging energy U given by 
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(3.72) with caut = 6 (straight 

g line) 
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Such calculations point to the importance of the medium surrounding 
the nanocrystal for an accurate determinat ion of the charging energies. This 
is dearly apparent in the analytical expressions (3.67) to (3.72) obtained 
for spherical nanocrystals of dielectric constant Ein embedded in an external 
medium of dielectric constant Eout and calculated with simple effective mass 
envelope functions. One finds that the self-energy of a carrier directly de­
pends on Ein - Eout and can thus reverse sign with this quantity. This is not 
quite the case of the electronic Coulomb repulsion which is always positive 
but which, from (3.72), is proportional to e2/(EoutR) which can vary between 
O (Eout -+ +00) and e2 / R (Eout -+ O). Such condusions have been confirmed 
by more refined calculations [175, 252]. In these works, the charging energies 
was calculated with single partide wave functions obtained from an empirical 
pseudopotential method. The results are completely in line with the simple 
formula of Sect. 3.5.1. As with the tight binding approach just described, the 
authors have calculated the single partide energies of neutral and charged 
dusters for InAs nanocrystals. They have also compared their results with 
those of Banin et al. [249] and they have shown that the best agreement 
with experiments occurs for Eout = 6, as shown in Fig. 4.19. However care 
should be taken when comparing the predictions of idealized situations (like 
spherical quantum dots embedded in an homogeneous medium) with the ex­
perimental geometry, as done in [138, 173], which is equivalent to calculating 
the corresponding capacitances for each particular population of the quantum 
dot (see the discussion in [138]). 

4.6.2 Multi-excitons 

Several papers [224, 253] have dealt recently with the theory of photolumi­
nescence spectra for several types of quantum dots corresponding to direct 
gap compound semiconductors. It is found that the low-power luminescence 
spectra consist of sharp lines [253] with energy separation of a few meV 
which must correspond to the formation of single excitons. However, when 
increasing the photo-excitation intensity, new features appear which have 
been associated with exciton-exciton interactions. 

The way of dealing theoretically with such a problem is to work in the 
spirit of the configurat ion interaction method, as briefiy described in Sect. 
1.1.4 and used in Sect. 4.3.1. For a single exciton, we have seen that the 
obvious technique is to write the wave function as 

(4.53) 
ev 

where the functions 'lj;ve are Slater determinants corresponding to single 
electron-hole excitations. One has then to diagonalize a matrix, with di­
agonal terms equal to Ce - Cv and non diagonal terms given by the screened 
Hartree and exchange interactions, its size being determined by the prod­
uct Ne X Nh of the number of single partide electron (Ne) and hole (Nh ) 
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states induded in the treatment. This way of doing corresponds to a first 
order configurat ion interaction, except that the use of screened interactions 
corresponds to the folding of higher plasmon-like excitations. 

As detailed in [224], this procedure can be generalized to excited states 
corresponding to N interacting excitons by using a basis of Slater determi­
nants corresponding to N electron-hole excitations, i.e. 

ItJiexc(N)) = L aVl ... VN,Cl ... CNI7fvl ... VN,Cl ... CN)· 

Cl···CN 

(4.54) 

Vl···VN 

This matrix is obtained from the common rules of single partide and 
two-partide operators between Slater determinants. The diagonal terms are 
L~l (lOCi - cvJ and the non diagonal terms are screened inter-partide inter­
actions. Again, such an expansion corresponds to a first-order configurat ion 
interaction procedure. Obviously, the complexity of the treatment increases 
rapidly with N (numbers are given in [224]) but up to N = 3 excitons have 
been treated in this way. As detailed in this reference, the multi-exciton 
spectra correspond to transitions between N and N - 1 excitonic states as is 
shown schematically on Fig. 4.20. A detailed description of the corresponding 
transitions for CdSe has been worked out. 

A fairly complete and realistic interpretation of the experimental data for 
various quantum dots is described in [253,254]. It is based on the previously 
described technique coupled to the assumption that radiative transitions from 
N --+ N - 1 only occur after decay to the ground state of the N excitonic 
system. Clear evidence for the existence of multi-excitonic transitions as well 
as charged excitons is provided in this work. 

Energy 

i 
===::;::=:::== } N::: 1 

_---L' __ N:::O Fig. 4.20. Schematic representation of multi-excitonic 
transitions in quantum dots 
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It is dear from this that the emission of light from single exciton and multi­
excitons in a nanostructure occurs at different energies. One can take advan­
tage of this effect to make single photon sources [255]. If several electron-hole 
pairs are excited by a light pulse, only the last one leads to the emission of 
a photon at the single-exciton frequency. Thus, if the other frequencies are 
filtered out, only one photon is emitted for each pulse. 

To end up this section, a word of warning should be said concerning the 
validity of configurat ion interaction treatments. As discussed in Sect. 1.1.4 
for the single exciton, this is only applicable to low-energy configurations, Le. 
Cg/ws « 1 (ws being the plasmon energy). If so the static screening limit is 
valid to lowest order in cg/ws • It is reasonable to think that a similar deriva­
tion could be done for the N exciton system but only if Ncg/ws « 1 which 
is more and more difficult to realize as N increases. If applicable, dynamical 
corrections to dielectric properties will become increasingly important. 

4.7 Conclusion 

It seems to us that the central results of this chapter come from the analysis 
of the quantitative calculations in Sects. 4.4 and 4.5. They are the following: 

- quasi-partide energies can be obtained from refined single partide calcu-
lations for the neutral system (LDA + gap correction, tight binding Of 

empirical pseudopotential methods) plus a self-energy due to the surface 
polarization charge which can be obtained from a simple calculat ion 

- the lowest triplet exciton energy is equal to the gap calculated in the same 
single-partide treatment plus a small correction due to the average direct 
electron-hole attraction reduced by an even smaller surface polarization 
term. 

Finally, the fine structure of the excitonic spectra can be accurately ob­
tained from a first-order configurat ion interaction treatments with screened 
interactions, dynamical screening becoming important when cg/ws is not neg­
ligible. 



5 Optical Properties and Radiative Processes 

In this chapter, we deal with the optical properties of nanostructures. In 
a first part, we start with a general formulation of the optical transition 
probabilities taking into account specific problems related to the small size of 
the systems. In a second part, we consider the electron-phonon coupling using 
macroscopic or microscopic formulations and we analyze its consequences on 
the optical line-shape. The last two sections are devoted to the description 
of the optical properties in nanostructures of semiconductors with direct or 
indirect bandgap. 

5.1 General Formulation 

In this section, we describe the general basis to calculate the optical properties 
of nanostructures when their electronic structure is known. If the formalism 
of the electron-photon interaction in condensed matter is well-known and has 
been subject of considerable body of literature, our aim here is to insist on 
difficulties which are specific to nano-size objects. Taking into account that 
the diversity of possible physical situations does not allow to make a synthetic 
review of the problems, we consider in the following the particular case of 
semiconductor nanocrystals embedded in a dielectric matrix (Fig. 5.1), which 
is a common experimental situation. If the host material is a good insulator 
with a large optical gap, the study of the optical properties of the composite 
material within the insulator gap allows to probe transitions between quan­
tized levels of the nanocrystals. The main tools of optical characterization 
are absorption and photoluminescence experiments. Note that in this section 
we will not discuss the optical properties of metal nanoparticles which can 
be described using the classical Mie theory [256] or using more elaborated 
approaches [257]. 

5.1.1 Optical Absorption and Stimulated Emission 

We consider an optical absorption experiment made on the sample depicted 
in Fig. 5.1. A beam of monochromatic light and of intensity 10 is irradiated 
perpendicularly to the sample surface which is supposed to be flat and one 
measures the intensity It of the transmitted light. The electromagnetic field 
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Fig. 5.1. Semiconductor 
nanocrystals of dielectric 
constant Ein embedded in a 
matrix of dielectric constant 
Eout. An optical absorption 
experiment consists of mea­
suring the attenuation of the 
light passing through the 
sample along the axis z 

inside the nanocrystals induces the transition of electrons to excited levels by 
absorption of a photon (Fig. 5.2a). The transition of electrons from excited 
states to states with lower energy can be non radiative, which is described 
in the next chapter, or radiative by stimulated emission (Fig. 5.2b) or spon­
taneous emission (Fig. 5.2c). The physics of the spontaneous emission in 
nanostructures will be briefiy described in Sects. 5.1.2 and 5.1.3. 

In absorption, and in stimulated emission, the electronic transitions be­
tween the energy levels directly result from the interaction of the electrons 
with the electromagnetic field in the system. These effects can be treated 
using a semi-classical model, which we present hereafter. The probability of 
transition of an electron is thus proportional to the intensity of the elec­
tromagnetic field inside the nanocrystal. But the field inside a particle is 
not equal to the field in the surrounding medium of different (and usually 
smaller) dielectric constant. Local-field effects [258- 260] due to the dielectric 

Naoocrystal Photoos Naoocrystal Photoos Naoocrystal Photoos 

I12> 
--10+1> 

I12> 
Ilo+1> --10+1> 

Ilo> 
I12> 

--10> In> 
II> II> II> 

10-1> --10-1> --10-1> 

--II> --II> 
III> 

-- 10> -- 10> 10> 
(a) (b) (e) 

Fig. 5.2. Mechanisms of optical transitions in a two-level system in interaction 
with a quantized electromagnetic field: (a) absorption, (b) stimulated emission, (c) 
spontaneous emission 
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confinement (see Chap. 3) may strongly influence the optical properties of 
the quantum dots. In the general case, there is no simple analytical form to 
describe the distribution of the field in the system. However, because the size 
of the nanocrystals is small compared to the photon wavelength (> lOOllm) , 
we can define a macroscopic electromagnetic field as an average over a volume 
large compared to the heterogeneities. With respect to this average field, the 
composite material is seen as an homogeneous and isotropic material char­
acterized by an effective dielectric constant EM [155,157]. Thus it remains to 
calculate the optical absorption for the macroscopic material as a function of 
EM and to relate EM to the electronic structure of the nanocrystals. 

Macroscopic Optical Properties. We consider that the homogeneous ma­
terial is dielectric (D = EoE + P = EMEOE), absorbing and non magnetic 
(IL = 1). The electric field insi de the medium is given by a plane wave of 
the form E = Eo exp[i(kz - wt)]. The dielectric constant is complex and fre­
quency dependent (EM(W) = Efvr(w) +iE~(W)). The wave-vector k is complex, 
and is related to a complex refractive index N = nop + iKop by k = (w/c)N 
with N 2 = EM. nop is the (real) refractive index of the sample and K op is the 
extinction coefficient which are related to Efvr and E~ by 

/ 2 K2 EM = nop - op' 

E~ = 2nopK op . (5.1) 

The propagat ing wave becomes 

( WKop ) [. (nopw )] E = Eo exp --c-z exp 1 -c-Z - wt (5.2) 

Thus the wave is damped and E~ determines the absorption through K op . 
In the absorption experiment, it can be shown [158,261] that the intensity of 
the transmitted light is given by 

It = 10(1- R)2 exp( -ad) , 
1 - R2 exp( -2ad) 

where d is the thickness of the sample, a is the absorption coefficient 

2wKop 
a=--­

c 

and R is the sample reflectance: 

(nop - 1)2 + K;p 
R = ( )2 2· nop + 1 + K op 

(5.3) 

(5.4) 

(5.5) 

Local-Fields. The macroscopic dielectric constant can be calculated using 
the Maxwell-Garnett effective medium theory described in [157,262]. One 
difficulty is to describe the distribution of the field in the system. However, 
for some geometric al shapes of crystallites, such as ellipsoids or spheres, the 
field inside the nanocrystal is uniform (using the fact that the size of the 
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particles is much smaller than the wavelength of the electromagnetic wave) 
and proportional to the field outside [155, 158]. It is then possible to define 
a local-field factor F, such that E in = F Eout. For simplicity, we consider 
in the following that all the nanocrystals are spherical and identical. In that 
case, we have [155, 158] 

F = 3Eout , 

Ein + 2Eout 
(5.6) 

where Ein is the frequency-dependent dielectric constant of a nanocrystal (to 
be defined) and Eout the dielectric constant of the host material (Fig. 5.1). 
The average electric displacement D and the average electric field E in the 
composite medium are given by 

D = pDin + (1 - p)Dout , 

E = pEin + (1 - p)Eout , (5.7) 

where p is the volume fraction of nanocrystals in the composite medium. 
Using E in = FEout, Din = EinEOEin, Dout = EoutEoEout and EM = D/(EOE), 
we find 

EM - Eout Ein - Eout 
=P 

EM + 2Eout Ein + 2Eout 
(5.8) 

For small values of p, the dielectric function becomes: 

( 
Eout ) 

EM ~ Eout 1 + 3p - 9p 2 . 
Ein + Eout 

(5.9) 

Near the optical threshold, "out is real and constant, "M « "M' so that 
nop ~ ~ and the absorption coefficient in the composite medium is 

(5.10) 

Thus, in this limit of p « 1, we recover the usual expression of the ab­
sorption coefficient w/(cnop)E:~ multiplied by the volume concentrat ion p of 
nanocrystals and by the square of the local-field factor F, which is a quite 
intuitive result. However, in the general case, the relation between E~ and E:~ 
in (5.8) is more complex: we will come back to this point later. 

Density Matrix Formulation ofthe Dielectric Constant. It remains to 
calculate Ein. One conceptual difficulty is how to define a dielectric constant 
in a nano-size object. We have already discussed this point in the static li mit 
in Chap. 3. We have shown that it is sometimes interesting to define an 
average quantity over the nanocrystal volume. Here we will work in the same 
spirit, extending this approximation to non-zero frequency. Once again, we 
use the fact that the dimensions of the nanostructures are small compared the 
electromagnetic wavelength. In particular, we will replace exp(ik· r) by 1 in 
the following. The electric field E inside the nanocrystal polarizes the system 
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leading to a total dipolar momentum 'P. Thus we can define the average 
polarization as P = 'P / il where il is the volume of the nanocrystal and we 
can deduce the dielectric constant using P = (fin - l)fOE. 

The dipolar momentum 'P is induced by the transitions of electrons be­
tween the discrete levels of the nanocrystal. To characterize this system, we 
calculate the statistical density matrix Pij in the basis of the eigenstates of 
the electronic Hamiltonian Ho in absence of electromagnetic field. In this for­
mulation, a diagonal element Pii gives the probability to find the system in 
the state li). To simplify the problem, we first consider the case of a nanocrys­
taI with only two electronic levels, the ground state 11) of energy CI and the 
excited state 12) of energy C2 (Fig. 5.2). In the presence of the electric field 
E(t) = Eo exp( -iwt), the Hamiltonian becomes H = Ho + W(t) where the 
perturbation is written in the usual dipolar form [57,261,263] as 

W(t) = er· Eoe-iwt . (5.11) 

The matrices of Ho and W are 

Ho = I c~ c021, 

W= I O. t e(rI2) . Eoe-'w 
( ) E -iwt I e rl2 . oe 

O . (5.12) 

We have supposed that the system is centro-symmetric (Ulrlj) = O, j = 

1,2) and that (rI2) = (1IrI2) is real. 
The evolution of the system due to the perturbation is given by the 

Schrodinger equation which in the density matrix formulat ion becomes [79, 
263] 

in~ = [H,p]. (5.13) 

It leads to the following equations for each element Pij = (ilplj) of the 
density matrix 

dpn i cit = -fi W12 (P21 - P12) , (5.14) 

dP22 i cit = -fiW12 (PI2 - P21) , (5.15) 

dPl2 i . cit = -fiW12 (P22 - Pn) +lW2IPI2, (5.16) 

dP21 i . cit = -fiWI2 (pn - P22) -lW21P21 , (5.17) 

where W21 = (c2 -cI)/n. Combining (5.14) and (5.15), we verify that d(Pl1 + 
P22)/dt = O resulting from the conservation of the electronic population in 
the system (Pl1 + P22 = 1). When the perturbation is switched off (W12 = O), 
the populations Pii should tend after some time T towards their equilibrium 
values fi given by the Fermi-Dirac statistics, which is clearly not the case in 
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(5.14) and (5.15). The reason is that there are other physical processes which 
are not included in the model (e.g. electron-phonon coupling, spontaneous 
emission) coming from interactions of the electronic system with its environ­
ment. In the case of random interactions, these effects are usually described 
by a relaxation time T leading to extra terms in the master equations: 

dpn i pn - h 
dt = -nWdP21 - P12) - T ' (5.18) 

dP22 i P22 - h dt = -nW12 (P12 - P2d - T ' (5.19) 

dP12 i . P12 dt = -n W 12 (P22 - pn) + 1W21P12 - -:;:- , (5.20) 

dP21 i . P21 
-- = --W12 (Pn - P22) -lW21P21 - - . (5.21) 
ili h T 

In (5.20) and (5.21), T defines the decoherence time of the non diagonal 
elements of the density matrix due to random interactions. 

These equations allow to describe a very rich physics such as the satu­
ration of the absorption at high optical excitat ion [264, 265]. Here we will 
only consider weak excitations such that fJ.p = pn - P22 ~ h - h. In 
the permanent regime, the populations Pii become constant and the non di­
agonal elements oscillate with a frequency w [264, 265]. Thus we can write 
P12 = P~2 exp( -iwt) and P21 = pg1 exp( -iwt). From (5.21) we obtain that 

o . 
p~li(w - w2d - P;l - ~Wf2[h - h] = O (5.22) 

which gives 

o WP2[h - h] 
P21 = hw hw + ili 

- 21 T" 
(5.23) 

Similarly we deduce from (5.20) that 

o WP2[h - h] 
P12 = - hw + hw21 + il!: 

T 

(5.24) 

The induced dipolar momentum P is given by the statistical average of 
the operator -er : 

P = Tr [p( -er)] . 

We deduce the polarization in the nanocrystal 

p __ e(r12) ( o + O) -iwt - n P21 P12 e 

and the dielectric constant using Ein = 1 + P / (EoE), 

(5.25) 

(5.26) 

e2 1(1Ir. e12)1 2 {Il} 
Ein = 1- Eon hw _ hw21 + ~ - hw + hw21 + ~ [h - h] , 

(5.27) 

where e is the polarization vector of the electric field. 
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The imaginary part of the dielectric constant has a resonance when W = 

W21, Le. when the electron undergoes a transition 11) -t 12) folIowing the 
absorption of a photon of energy nw21 (Fig. 5.2a) or a transition 12) -t 11) 
folIowing a stimulated emission of a photon of energy nw21 (Fig. 5.2b). In 
the case of a system with an arbitrary number of levels, one simply needs to 
sum in (5.27) over alI the possible transitions li) -t Ij) of one electron. We 
can now derive the expression of the absorption coefficient. For small values 
of the volume fraction p, (5.10) gives 

a(w) = pF2 L we2 1(ilr· elj)1 2
1l' 8(nw -nwji)[fi -lil = C(w) [fi -lil 

.. cnopfoD 
'J (5.28) 

which is written in the limit 7 -t +00 using the welI-known relation 

Iim Im ( 1 in) = -1l'8(nw - nw21) . (5.29) 
7-++00 nw - nw21 + T 

We can also rewrite (5.28) in the folIowing form 

a(w) = C(w)fd1 -li]- C(w)li[l- fi] , (5.30) 

where the first term correspond to the transition li) -t Ij) (absorption) and 
the second one to the transition Ij) -t li) (stimulated emission). The strength 
of the optical coupling between two levels li) and Ij) is often described by a 
quantity without dimension, the oscillator strength 

Iii = 2~o wjil(ilr . eljW (5.31) 

which verifies the Thomas-Reiche-Kuhn sum rule 

Llii = 1. 
j 

(5.32) 

It is sometimes interesting to write (5.27), (5.28) or (5.31) in terms of the 
matrix elements of the momentum p instead of those of r using the reIat ion 
[263-265] 

(5.33) 

which is obtained via the commutator reIat ion p = mo[r, H]j(in). 
Equation (5.28) shows that the absorption spectrum is the sum of narrow 

lines at each transition energy nwji' However, in a real medium, size disper­
sion of the nanocrystals of ten broadens the Iines (inhomogeneous broaden­
ing), giving rise for example to a Gaussian profile for each peak. But there are 
also intrinsic sources of broadening (homogeneous broadening) such as the 
random interactions described previously by the decoherence time 7. When 
7 is finite, it is easy to see from (5.29) that each delta function 8(nw - nwji) 
in (5.28) must be replaced by a Lorentzian: 

C nw _! 1/(1l'7) 
( ) - Il, (w - Wji)2 + (1/7)2 . 

(5.34) 



148 5 Optical Properties 

More complex line-shapes due to electron-phonon coupling will be dis­
cussed in Sect. 5.2. 

It is also important to remind that (5.28) is not always valid. In the general 
case, the absorption coefficient is given by w / (cnop )E~ and the resonances of 
E~ may be slightly shifted with respect to the transition frequencies Wji, i.e. 
the resonances of Ein. These shifts are proportional to the oscillator strengths 
[266] and values of the order of few me V have been predicted [262]. Split­
tings of the lines have also been predicted in the case of optically anisotropic 
materials [262]. In (5.28), we have also implicitly assumed that the refractive 
index nop is homogeneous, which may not be the case at resonance when 
a high oscillator strength gives an important contribution to the dielectric 
constant [260]. 

At high light intensities, the optical response becomes non-linear. The 
saturat ion of the absorption leads for example to the intensity dependence of 
field penetration [258,260,262]. An interesting consequence which has been 
predicted is an intrinsic optical bistability [258, 260, 262]. 

5.1.2 Luminescence 

In the previous section, we have seen that the optical absorption and the 
stimulated emission are induced by the electromagnetic field. In contrast, the 
spontaneous emis sion occurs even when there is no photon in the system. It is 
not described in the previous calculat ion because the electromagnetic field is 
treated classically [263-265]. In the following, we shall relate the spontaneous 
emission to the absorption through the Einstein relationships, which will 
allow to take into account the local-field effects in a simple manner. 

We consider the composite material as a system of two levels in thermal 
equilibrium in an optical cavity of volume V. The number of photons per 
unit of energy Iiw in the cavity is given by the Planck formula for the black 
body: 

87r(1iw)2n3 V 1 N= op 

h3c3 exp(Z~)-l 
(5.35) 

The effective rate of transition 11) -+ 12) per photon and per unit time, 
i.e. the balance between the absorption and the stimulated emission, is given 
by the product of the absorption coefficient by the velocity of the light 

c 
P12 = a(w)- . (5.36) 

nop 

The effective number of transitions 11) -+ 12) in the cavity per unit of 
energy is N P12 . At equilibrium, they must be compensated by spontaneous 
transitions 12) -+ 11) whose number per unit of energy is proportional to the 
mean occupancy 12 of the level 12) 

(5.37) 
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This reIat ion must be verified at any temperature. At equilibrium, we 
have 12/ h = exp( -1iw/kT). Using (5.28), (5.35) and (5.36), we obtain 

8nn2w2n2 V 
A = h3 c2oP C(Iiw). (5.38) 

To calculate the spontaneous recombination rate rsp = l/Tsp , we must 
divide A by the number of nanocrystals in the volume V (= pV / fl) and we 
must integrate over the energy 

1 fl J rsp = - = - Ad(liw) 
Tsp pV 

(5.39) 

leading to 

r. _ ~ _ w~lF2e21(1IT. el2}12nop 

sp - Tsp - nc3fon . (5.40) 

In this calculation, we have implicitly assumed that the absorption is 
isotropic. Thus, one usually prefers the following expression 

1 3 F2 2 2 r. ___ W 21 e r 12 nop 
sp - -

Tsp 3nc3fon 
(5.41) 

where rr2 = 1(1lxI2}12 + 1(1IYI2)12 + 1(1IzI2}12. 
We note the presence of the square of the local-field factor F in the spon­

taneous emission rate. 

5.1.3 Nanostructures in Optical Cavities and Photonic Crystals 

The spontaneous emission can be described in quantum theory if one includes 
the quantization of the electromagnetic field. In this theory of the light, the 
vacuum state has a non zero energy carried by virtual photons. These photons 
provoke fluctuations which are at the origin of the spontaneous emission, 
basically with the same mechanism as when real photons provoke stimulated 
emission. Therefore, the local-field factor appears naturally in (5.41). 

According to this model, the spontaneous emission rate can be modified 
by changing the density of optical modes in the system. This effect, which can 
be achieved by placing the emitter in an optical cavity, was first proposed 
by Purcell [267]. If the optical transition is resonant with a cavity mode, 
the spontaneous emission is enhanced in this mode [268]. Similarly, if the 
transition is non resonant, the emission rate is decreased. For example, the 
spontaneous emission of a single atom in a cavity can be enhanced [269] or 
inhibited [270]. 

Since they can be thought as artificial atoms, semiconductor quantum 
dots and nanocrystals present the same kind of properties in optical cavities 
[255,271-273], which opens the road to very interesting applications, such 
as high-efficiency light-emitting diodes. AIso, single dots in a cavity can pro­
duce efficient sources of single photons under pulsed optical excitation, for 
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application to quantum cryptography or quantum computing [273] (see Sect. 
4.6.2 for a brief description of the mechanism). 

Various types of semiconductor cavities have been investigated, produc­
ing from one to three-dimensional confinement of the light. For example, 
micro-disks containing InAs quantum boxes have been fabricated, showing 
high quality factors [274]. Another structure that has attracted considerable 
attention is the photonic crystal [275-277]. A photonic crystal is a periodic 
structure made of dielectric materials with a length-scale of the order of the 
optical wavelength. Light is scattered in the crystal, and a photonic bandgap 
may appear in the optical frequencies, exactly like the electronic bandgap 
in semiconductors. A point defect in the photonic crystal can be designed 
to introduce a defect mode in the optical gap. In that case, light trapped 
in the defect mode is localized around the defect which acts as an optical 
cavity. Light emission from quantum dots coupled to defect modes has been 
demonstrated [277,278]. 

5.1.4 Calculat ion of the Optical Matrix Elements 

In this section, we briefly discuss how the optical matrix elements are cal­
culated. In ab initio approaches including aU the electrons (valence and core 
ones) , one has just to calculate the matrix elements of r or p, as shown in 
Sect. 5.1.1. With pseudopotential or tight binding methods, the situation is 
slightly more complex, as described below. 

Optical Matrix Elements in the Pseudopotential Formalism. In pres­
ence of an electric field, the total pseudo Hamiltonian is equal to H ps + W 
where H ps = T + Vps , T is the kinetic energy, Vps is the pseudopotential 
(Sect. 1.3.2) and W is the coupling term (Sect. 5.1.1). W can stiU be treated 
in perturbation and the osciUator strength is proportional to the square of 
the matrix element (ile . rlj) where li) and Ij) are pseudo wave-functions. 
In the case of extended systems with periodic boundary conditions, the ma­
trix elements of rare iU defined and one is forced to work with the matrix 
elements of p [182,197] using the commutator reIat ion with the Hamilto­
nian. However, H ps is a non-local operator (Sect. 1.3.2), and the commutator 
relation becomes 

mo mo 
~[r, H ps] = p + ~[r, Vnd , (5.42) 

where Vnl = Vps - V is the non-local part of the pseudopotential (= L:c (E -
Ec)lc)(cl, foUowing the notations of Sect. 1.3.2). Thus, we have 

imowij(ile· rlj) = e· (ilp + 7; [r, Vndlj) , (5.43) 

which requires to calculate the matrix elements 

(il[r, Vndlj) = J ip:(r)Vn1(r, r')(r - r')ipj(r')drdr' , 

where ipi(r) = (rli). 

(5.44) 
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Optical Matrix Elements in the Tight Binding Formalism. The main 
difficulty in tight binding comes from the fact that the basis of atomic orbitals 
is incomplete and is not explicitly defined since only the matrix elements 
of the Hamiltonian are parametrized. One possible approach is to consider 
the matrix elements of the momentum p as free parameters that must be 
determined empirically. For instance, they can be calculated using orbitals of 
the free atoms [279]. 

Another approach is to express the matrix elements of p in terms 
of the Hamiltonian matrix elements using the commutator relation p = 
mo/(in)[r, H]. To this end, we consider atomic orbitals la, R) centered at 
position R and characterized by a labeI a. We have: 

(a, Rlpl/3, R') = 7; [(a, RlrHI/3, R') - (a, RIHrl/3, R')] . (5.45) 

Then we assume that the basis is approximately complete to write: 

(a, RlrHI/3, R') ~ L (a, Rlrh', R")("(, R"IHI/3, R') . (5.46) 
"R" 

If only intra-atomic matrix elements of rare retained, we obtain 

(a, Rlpl/3, R') = 7; {(R - R')(a, RIHI/3, R') 

+ ~ [(~, R[HI~, R!)da7 - (o, RIH[o, R')d.,'l} , 
(5.47) 

where the terms da,,! = (a, Rlrl')', R) describe intra-atomic polarizations. The 
simplest approximation consists to set all these intra-atomic terms to zero 
since there are no adjustable parameters beyond those for the Hamiltonian 
[57,280-282]. In semiconductors, this is often justified because the polariz­
ability of the atom gives a small contribution to the total polarizability. But 
it is clear that the intra-atomic terms cannot be exactly equal to zero be­
cause, if it was the case, in the limit of a periodic system of well separated 
atoms, all the optical matrix elements should vanish [283,284]. Many au­
thors have suggested to include intra-atomic matrix elements [283,285, 286], 
but these models are not gauge invariant [284,287]. However, our experience 
in this field shows that this approach, using (5.47) with intra-atomic terms 
calculated from free atom orbitals, leads to results in good agreement with 
experiments in many situations, even for the treatment of semiconductor 
nanostructures. 

5.2 Electron-Phonon Coupling and Optical Line-Shape 

The electron-Iattice interaction can profoundly affect the optical line-shape 
in absorption or in photoluminescence, especially when the transitions involve 
localized electronic states, for example in molecules or with defects in insu-
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lators or semiconductors [288,289]. In contrast band-to-band transitions in 
bulk semiconductors are usually less affected by electron-phonon coupling. 
Electron-lattice interaction usually plays an important role in the optical 
properties of nanostructures, and its importance generally increases when 
going to small sizes. In this section we discuss the origin of the broadening of 
the opticalline-shape due to electron-lattice interaction in a nanostructure. 
Since the number N of atoms in a nanostructure is large (typically 1 ar ger 
than 102 atoms), we assume that the electron-phonon coupling occurs with 
3N delocalized modes of vibration. The case of coupling to localized modes, 
for example in presence of defects, is treated in detail in [288,289]. 

5.2.1 Normal Coordinates 

We consider first the mot ion of the N atoms in the system. Let their equilib­
rium position be Rn and their instantaneous displacement be Sn (n = 1...N). 
In the harmonic approximation [291-293], one expands the potential energy 
V about the equilibrium situat ion to second order in displacements which 
leads to the Hamiltonian 

p; 1 a2v 
H = L 2M +"2 L aR .aR " SniSn'i' , 

n n ni,n'i' n't n 2 

(5.48) 

where the index i distinguishes the three coordinates of Sn, Mn is the mass 
of the atom n and Pn is the momentum conjugate to Sn. If we consider the 
classical problem, the Lagrangian equations of motion deduced from H are 

W 2Uni = L Dni,n'i'Un'i' 
n'i' 

if we are looking for solutions periodic in time of the form 

1 . 
Sni(t) = flITUniexp(-lwt). 

yMn 

(5.49) 

(5.50) 

The 3N x 3N matrix D in (5.49) is the dynamical matrix defined by 

1 a2v 
Dni n' i' = ----;:;;=;;=~= -,,----:---, vi MnMn, aRniaRn'i' 

(5.51 ) 

The 3N eigenvalues Wj of (5.49) and their corresponding normalized eigen­
vectors u = e(j) define the normal modes. If we express the displacements in 
terms of normal coordinates 

_ 1 (j) 
Sni - vlMn L Qjeni , (5.52) 

J 

the Hamiltonian resolves into a sum of 3N independent harmonic oscillators 

(5.53) 
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where, in quantum mechanics, Pj is the conjugate momentum of Qj such 
that [Qj, Pj'] = iMjj'. The Hamiltonian can be rewritten in the usual second­
quantized form 

H = Lhwj (ataj +~) , 
J 

(5.54) 

where aj = ~ (WjQj + iPj). The eigenstates IXnl of H are products of 
y21iwj 

the eigenstates of the 3N independent harmonic oscillators 

3N 

IXnl = II Injl , (5.55) 
j=l 

where nj is the occupation number in the mode j. The corresponding total 
energy is 

(5.56) 

5.2.2 Calculation of Phonons in Nanostructures 

The quantitative calculation of the frequencies Wj is in principle quite 
straightforward using atomistic approaches. For small systems like molecules 
( < 50 atoms), and for periodic systems with a small unit cell, ab initio meth­
ods are applicable. Those based on density functional theory are in general 
quite efficient [290], with predictions in good agreement with experiments 
(see Chap. 1). For larger systems, semi-empirical methods must be applied 
(e.g. valence force-field methods). For nanocrystals and quantum dots, one 
can use the model inter-atomic potentials designed to describe the lattice dy­
namics in bulk crystals [291-293]. These potentials usually include Coulomb 
interactions between ions in ionic crystals and short-range interactions with 
various degrees of sophistication. They can be directly transferred to the case 
of the nanocrystals with the appropriate boundary conditions. Examples of 
such calculations are given in [294] for quantum wells and [295-297] for quan­
turn dots. To calculate the full spectrum of frequencies Wj, it is necessary to 
diagonalize completely the 3N x 3N dynamical matrix D, which becomes 
rapidly impossible for large sizes. Thus, to go beyond, continuum models 
must be used for acoustic [298-302] or optical [303-306] phonons. 

In a continuum model, the acoustic properties may be described in terms 
of elastic vibrations, solutions of the standard N avier-Stokes equations. In the 
case of an elastically isotropic sphere under stress-free boundary conditions, 
the solutions have been studied by Lamb [298]. The modes of vibration can 
be classified in two categories, namely, the torsional modes and spheroidal 
modes. The former ones are purely transversal, whereas the latter ones are 
mixed modes of transverse and longitudinal characters. The optical modes in 
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polar semiconductors are usualIy described by a dielectric model [303-306]. 
An example will be described in Sect. 5.2.6. 

In isolated quantum dots, the phonon density of states is theoreticalIy dis­
crete (see Sect. 2.1.5) and the band edges are shifted in energy with respect 
to the bulk situation. As a consequence, coherent optical phonons have been 
reported in quantum dots of CdSe [307], InP [147], and PbS [308]. In con­
trast, the acoustic modes of quantum dots are typicalIy strongly damped due 
to the coupling with the surrounding host [302, 309] even if coherent acoustic 
phonons have been observed in PbS quantum dots using femto-second optical 
techniques [309]. An important consequence of the lack of translational peri­
odicity is a mixing of the transverse optical and longitudinal optical modes 
[305,306,309]. Another difference with the bulk situation is the existence of 
surface modes whose frequencies strongly depend on the boundary conditions 
(chemical passivation, connection to other materials). These modes are su­
perpositions of many bulk phonon states from different bands and different 
points of the Brillouin zone [296]. 

5.2.3 Configurat ion Coordinate Diagram 

In the folIowing, we consider optical transitions from initial states 1]/in of 
energy E in to final states 1]/ fn' of energy E fn'. We start with the adiabatic 
approximation to separate the electronic and nuclear motions. If there is no 
degeneracy, we can split the total wavefunctions into an electronic and a 
vibrational part (Born-Oppenheimer approximation) 

1]/in = (Pi(x, Q)Xin(Q) , 

1]/fn' = CPf(x, Q)Xfn,(Q) , (5.57) 

where Q denotes alI the normal displacements Qj of the atoms, x represents 
the electronic coordinates includ ing spin, and n, ni indicate the occupation 
numbers of the various lattice modes. The electronic parts cp depend para­
metricalIy on Q. To discuss qualitatively the physical properties associated 
with the electron-Iattice interaction, it is of ten interesting to draw the config­
urat ion coordinate diagram that represents the electronic energies Ei (Q) and 
E f( Q) for the initial and final states, respectively, as function of the normal 
displacement Qj (Fig. 5.3). FolIowing the Born-Oppenheimer approximation, 
these energies are the potential energies for nuclear motion. Near each mini­
mum we can use the harmonic approximation, assuming that the modes and 
their frequencies are the same in both initial and final states: 

3N w2 . 2 

Ei(Q) = Ei(Q(i)) + L -t (Qj - Q;Z)) , 
j=l 

3N 2 2 

Ef(Q) = Ef(Q(f)) + L w~ (Qj _ Q;f)) (5.58) 
j=l 
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EJQ) Fig. 5.3. Configuration co­
ordinate diagram showing 
phonon states of the initia! 
state i and of the fina! states 
f in optica! absorption. The 
situation in !uminescence is 
reversed 

Thus the electronic energies of the initial and final states just differ by 
a term which is linear in the displacements Qj (linear electron-phonon cou­
pling), and the system oscillates about different mean positions in the two 
states. The change in mean position between the initial and final states is a 
measure of the electron-Iattice interaction. It can be defined by a dimension­
less factor Vj for each mode j: 

(5.59) 

More commonly, one defines the Huang-Rhys factor [310] Sj = Vj2. 
The importance of this factor is apparent in Fig. 5.3. When an electronic 
transition occurs at Q = QYl with no change in nuclear configurat ion 
following the so-called Franck-Condon principle [311,312], the system re-

laxes to Q = Q;fl through phonon emission, the energy released being 

Sjnwj = wJ (QYl - Q;flf /2. The difference between the energies in the 

final and initial states can be written 
3N 

Ej(Q) - Ei(Q) = Ej(QUl) - Ei(Q(il ) + dFC + LV2nw]Vj Qj , 
j=l 

where 
3N 

dFc = LSjnwj 
j=l 

(5.60) 

(5.61 ) 

is the so-called Franck-Condon energy corresponding to the total relaxat ion 
energy ofthe lattice. The terms linear in Qj in (5.60) give the electron-phonon 
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coupling Hamiltonian in a quantum mechanical description (the Hamiltonian 
is usually written in terms ofthe operators aj and aI). Finally, the vibrational 
parts of the wave functions (5.55) become 

3N 3N 

IXin) = II linj) , IXfnl ) = II Ifnj) , (5.62) 
j=1 j=1 

where the harmonic oscillator wave functions are centered on the Q;i) and 

Q;f), respectively. 

5.2.4 General Expression for the Optical Transition Probabilities 

We can now calculate the optical matrix elements that determine the optical 
transitions in absorption or in photoluminescence. For example, from (5.28) 
and (5.33), the absorption coefficient is given by 

a(hv)=A L p(i,n)I(Winle'plwfn')12J[hv-(Efn,-Ein)] , (5.63) 
i,n,j,n' 

where p(i, n) is the occupation probability of the state Win, A contains all 
other factors and 

3N 

Efn' - Ein = hvo + L(nj - nj)l1wj , 
j=1 

(5.64) 

where hvo = Ef(Q(f)) - Ei(Q(i)). Since we assumed that there is no localized 
mode, the coupling to anyone mode is weak and a first order expansion of 
the optical matrix elements is sufficient: 

(Wil e · Plwf) ~ (ifJil e · plifJf)Q=Q(f) (XinIXfn' ) 

+ L (OQO . (ifJil e · plifJf)) (xinlQj - Q;f)IXfnl ) 
j J Q=Q(f) 

(5.65) 

In the case where the direct transition ifJi -+ ifJ f is allowed (a common 
situat ion in direct gap semiconductors), the first term in (5.65) is usually 
sufficient. Basically, it is equivalent to the Condon approximation [311] which 
asserts that (ifJi le· pl ifJ f) is essentially independent of Q. Then the effect of the 
phonons is just a shift and a broadening of the opticalline-shape. When the 
direct transition is not allowed, the second term in (5.65) must be evaluated: 
it describes phonon-assisted transitions, where the coupling to phonons makes 
that the optical transition becomes possible. Phonon-assisted processes are 
particularly important in indirect gap semiconductors. 
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Direct Transitions. We now evaluate the first term in (5.65), the zero­
order one. The calculation is considerably simplified by the factorization of 
(XinIXjn') which from (5.62) is given by 

3N 

(XinIXjn') = II (injlfnj) . (5.66) 
j=l 

The overlap between displaced harmonic oscillators can be calculated ex­
actly as a function of the coefficients Vj and Sj, but their expres sion is quite 
heavy [288,289,310,313]. However, since the Huang~Rhys factors Sj are of 
order N~l, we only need to keep the terms up to first order in Sj: 

(injlfnj) = 1 - (nj + 1/2)Sj , 

(injlfnj + 1) = Jnj + lVj, 
(injlfnj - 1) = -y'njVj . (5.67) 

All the other terms are of higher order. The change in quantum number 
in the transition can only be equal to O, + 1, or -1. We now evaluate the 
intensity of one transition in which p + r modes are excited by +1, and 
r modes by -1. We labeI by the index l the first set of modes, by k the 
second, and j the modes with no change in quantum number. Using (5.67), 
the intensity of the transition is given by [310] 

(gen, + I)S,) (g n,s,) 3N~fI.+2") [1 - (2nj + I)Sj] . (5.68) 

The thermal average of (5.68) can be simply obtained by replacing nj by 

(5.69) 

The expression (5.68) allows in principle to calculate the intensity of aH 
possible direct transitions. We will see in the following that it can be done 
using microscopic electronic structure calculations for small systems (e.g. 
< 1000 atoms in tight binding). To go beyond, further approximations are 
required. A simple case occurs when aH phonon frequencies can be approxi­
mated by a single one w. Then one can sum the intensities of aH transitions 
corresponding to fixed values p + r and r and one can express the result in 
the form 

[
3N lP+T [3N lT 3N 

Wp+r,r= '( 1 )! 2)nl + I)Sl L nkSk II [1- (2nj + I)Sj] , 
r.p+r l=l k=l j=l 

(5.70) 

where p + 2r has been neglected compared to 3N. Since the summation on l 
and k extends over the 3N phonon modes, (5.70) contains unphysical terms 
corresponding to products with equal values of l and k but their contribution 
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is negligible. AH the transitions occur at the same energy hVQ + pliw and the 
total intensity Wp is then 

00 1 
Wp = L '( )' [(11, + l)S]p+r [11,Sr exp [-(211, + l)S] , (5.71) 

r=Q r. p + r . 

where S = I:J::1 Sj is the total Huang-Rhys factor and 11, is given by (5.69) 
at the frequency w. This expression is usuaHy rewritten in terms of the Bessel 
functions I p with imaginary argument of order p [310] as 

(5.72) 

Note that this expression is valid for aH value of p, even negative, that may 
be the case at T #- OK [289]. The low-temperature limit can be obtained by 
keeping only the r = O term in (5.71). The opposite limit can be determined 
from an asymptotic expansion of the Bessel function 

(5.73) 

which is valid if J p2 + Z2 » 1. When S » 1 and Ip - SI « S, the expression 
of Wp becomes 

( (p_S)2 ) 
W ~ exp - 28 coth(Iiw/2kT) 

p ~ J27rScoth(liw/2kT) , 
(5.74) 

which shows that in the strong coupling limit the line-shape is a Gaussian 
centered on p = S if we treat p as a continuous variable. In this approxima­
tion, and in the high-temperature limit (kT » liw), the line-shape function 
has a simple form: 

W(hv) = J Wp 8 [hv - (hvQ + pliw)] dp, 

= 1 ex (_ (hv - hVQ - Sliw)2) 
V47rkTSliw p 4kTSliw 

(5.75) 

We now show that this expression can be obtained from a purely classical 
treatment [289]. To this end, we consider that the optical transitions are 
vertical in the configuration coordinate diagram (Fig. 5.4). Thus, at a given 
Q, the line-shape is a Dirac function 8(hv - Ef(Q) + Ei(Q)). To obtain the 
total line-shape in optical absorption, we have simply to perform an average 
over the ground state, using classical Boltzmann statistics (over the excited 
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EJQ) 

Q 

Fig. 5.4. Configurat ion co­
ordinate diagram (stmight 
line) showing the classical 
view of the optical line-shape 
in optical absorption. The 
line-shape is given by the 
average over the ground state 
(dashed line) of the vertical 
transitions from the initial 
state i to the final states f 

state in luminescence). Using (5.60) in the case of a single phonon frequency, 
we thus write 

r~:: dPdQ 8(hv - hVQ - S!M + 1Q) exp [- (~2 + w 22Q2
) /kT] 

W(hv)= , 
r~:: dPdQ exp [- (~2 + w2

2
Q 2) / kT] 

where P the classical momentum and 1 = V V2!M 3 , with V 2 

expression can be readily calculated and gives 

1[l;;2 [w2 ] W(hv) = - -- exp ---(hv - hVQ - S!M)2 
1 21TkT 212 kT ' 

which can be rewritten in the final form (5.75). 

(5.76) 

S. This 

(5.77) 

In the case where the coupling occurs with extended phonons centered 
on two frequencies Wl and W2 (e.g. acoustic and optical phonons), the same 
treatment can be applied to each frequency separately, leading to optical 
line-shape functions of the farm 

W1 (hv) = L WpI 8 [hv - (hvQ + Pl!Ml)] , 
PI 

W2(hv) = L Wp2 8 [hv - (hvQ + P2!M2)] (5.78) 
P2 

The total line-shape function can be written 

W(hv) = L WPI Wp2 8 [hv - (hvQ + Pl!Ml + P2!M2)] , 
PI,P2 

(5.79) 
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which is just the convolution of the two functions. The generalization to a 
larger number of modes is straightforward. In the case where Wl corresponds 
to a single localized mode, W1 (hv) must be calculated following the rules 
established for point defects [288,289,314]. However, in the high temperature 
limit (kT» hw), W1(hv) is still given by (5.75). 

Phonon-Assisted Transitions. We deal now with the evaluation of the 
second term in (5.55) corresponding to phonon-assisted transitions. For the 
sake of generality, we also consider the first term since in some cases there 
may be a competition between direct and phonon-assisted processes (see for 
example Sect. 5.4). Some general formula will be established in the limit of 
the coupling to 3N extended phonon modes. But first we consider the simpler 
Iim it of a vanishing electron-phonon coupling, i.e. Vi, Sj --+ O. The oscillators 
in both initial and final states are centered on the same position and we can 
make use of the fact that (XinIXfnl ) = c5n,nl. Using the transformation 

Q. - QU) = J fi, (a +U) + aU)) (5.80) 
J J 2w' J J' 

J 

where atU) and ajf) are the creat ion and annihilation operators for the final 
state, respectively, we see in (5.55) that the change in quantum number in 
the transition can only be equal to O (no-phonon transition), +1 (phonon 
emission) or -1 (phonon absorption) because 

atU)lfnj) = Jnj + llfnj + 1) , 

aJf)lfnj) = .;n;lfnj - 1) . (5.81) 

We deduce the contribution of each process to the absorption coefficient: 

no-phonon: A p(i) 1(c,Dile· plc,Df) 12 c5(hv - hvo) , 

phonon emission: A p(i) 2~ IAYff (rLj + 1) c5(hv - hvo - hwj ) , 
J 

phonon absorption: A p(i) 2~ I Ajiff rLj c5(hv - hvo + hwj ) , (5.82) 
J 

with 

AYf) = (OQO . (c,Dil e · plc,Df)) 
J Q=Q(f) 

(5.83) 

We come now to the general formulat ion of the problem. We consider that 
the electrons can be coupled to all modes (Sj i= O), with Sj cx N- 1 . We need 
to calculate 

(~; le . pl~ i) q~Q") (Xin IXin' ) + lt A j;il J 2~ j (X;n laj(f) + ajil IXin} 

(5.84) 
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We multiply and divide the second term by (XinIXfn') which allows to 
factorize it in the whole expression. Since this term has been completely 
evaluated in (5.68), it only remains to calculate 

~/ I +(J) (J)I ) 
LA(if) ~ \Xin aj + aj Xfn' 

. J 2wj (Xin IXfn' ) 
J 

(5.85) 

that simplifies into 

~/in.la+(J) +a(f)lfnl.) 
'"' A(if) ~ \ J J J J 

~ J 2wj (injlfnj) 
J 

(5.86) 

We now evaluate the intensity of one transition in which p + r modes are 
excited by +1, and r modes by -1. We labeI by the index l the first set of 
modes, by k the second, and j the modes with no change in quantum number. 
Using (5.67), we finally obtain that the intensity of the transitions is given by 

2 

x (TI UH l)S,) (g "kSk) CIC) [1 - (2"j + l)Sj]) . (5.87) 

In spite of its apparent complexity, this formula can be easily implemented 
in electronic structure calculations, allowing to determine the absorption co­
efficient by injecting (5.87) in (5.63). The problem can be considerably sim­
plified when phonon modes involved in the assisted transitions and those 
strongly coupled to electrons are well separated in energy. In that case, we 
can calculate the intensities of the phonon-assisted transitions using (5.82) 
and convolute the resulting spectrum to account for the coupling, for exam­
ple using (5.72). An example of calculations using this simplified procedure 
is described in Sect. 5.4.1. 

5.2.5 Calculat ion of the Coupling Parameters 

The theory developed in the previous sections cover many cases of interest. 
It remains now to see how the parameters involved in the expressions of the 
opticalline-shape can be calculated in a practical way, in particular the coef­
ficients Vj and the related Huang-Rhys factors [310] Sj = Vj2 that determine 
the electron-phonon coupling. From (5.58) and (5.59), we have 

V. - _1_8(cf(Q) - ci(Q)) (5.88) 
J - 2hwJ 8Qj 
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The coefficients can be obtained with ab initio approaches by calculat ing 
the derivative of the total energy in the initial and final states with respect 
to the normal displacements. For obvious reasons, this can be done using 
density functional theory only for small systems [315]. For larger systems 
like small nanocrystals, non-seIf-consistent semi-empirical methods can be 
used. In tight binding, the one-electron state energies can be calculated as a 
function of the atomic displacements if the tight binding parameters are made 
dependent on the atomic positions, for example using the Harrison's rules [57] 
given in (1.149). This is the approach used in [295] for Si nanocrystals. Note 

that the coefficients AJif) for phonon-assisted transitions can be calculated 
similarly using (5.83). 

An interesting limit is to consider that the electrons mainly couple to 
lattice deformations characterized by long wavelengths compared to the size 
of the unit cell, which is a reasonable approximation in large quantum dots. 
In that limit, one can use continuum models that we present in the following 
sections. We first consider the optical modes, and next the acoustic ones. 

5.2.6 Frohlich Coupling: Optical Modes 

In polar materials, the dominant electron-phonon coupling is the Frohlich 
interaction: the optical vibrations induce a macroscopic polarization P which, 
in the bulk, induces in a coupling between electrons and longitudinal optical 
(LO) phonons. The resulting electron-phonon coupling Hamiltonian can be 
calculated with the well-known Frohlich continuum model [316]. But a large 
number of works have shown that one cannot use the Hamiltonian based on 
bulk phonons to treat heterostructures [317-319] and nanostructures [303, 
304, 320] because optical phonons can be strongly influenced by the presence 
of interfaces which gives rise to confinement of optical phonons as well as 
interface modes, the so-called surface optical (SO) modes [321]. Due to its 
practical importance in a large number of problems, we derive in the following 
the coupling Hamiltonian in the case of spherical quantum dots including LO 
and SO modes, following [303,304]. The case of quantum wells is treated in 
[318]. Note that these models do not take into account the coupling between 
LO and transverse optical (TO) modes imposed by the boundary conditions 
and neglect the dispersion of the phonon branches. Improved models can be 
found in [305,306]. 

We consider a semiconductor sphere of radius R and dielectric constant 
fin(W) embedded in a medium of dielectric constant fout. In the particular case 
of a crystal with two oppositely charged ions in the unit cell, we define by s± 
the instantaneous displacement of the ion of effective charge ±e* [292]. In the 
limit of long wavelength, the two atoms vibrate opposite to each other while 
the mot ion in adjacent cell is practically identical [291]. The displacements 
induce a dipole in each cell given by e*(s+ - 8-) == e*s (Fig. 5.5). The 
displacement is treated as a continuous variable s(r, t). The total polarization 
is given by [322] 
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Fig. 5.5. Lattice deforma­
tion induced by an electron 
injected in a quantum dot 
with a cubic lattice 

(5.89) 

where aEloe is the contribution coming from the polarization of the two ions 
induced by the local-field E 1oe , a being the sum of the polarizability of the 
two atoms and ilo is the volume of the unit ceH. In the case of cubic lattices, 
we can use the Lorentz relation 

p 
E 10e =E+-3 ' 

EO 
(5.90) 

where E is the macroscopic field. The equations of mot ion are given by 

M+ 8;:2+ = -k(s+ - s_) + e* Eloe , 

82s_ k( ) * M_ 8t2 = + s+ - s_ - e E 10e , (5.91 ) 

where k describes the short-range force. With a reduced mass M = M+M_/ 
(M+ + M_), it leads to 

(5.92) 

In the bulk semiconductor, the solutions of (5.90) and (5.92) give the 
longitudinal (LO) and transverse (TO) optical modes of frequencies WLQ and 
WTO, respectively (in the long wavelength limit). The equations solved in the 
static case and in the limit of high frequency lead to the foHowing relations 
[291,292] 
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k e*2 
-~ + = -w?o, 

M M(3foDo - a) 
a 

D Q = fO(fin(OO) -1) , 
0- 3Eo 

1 e* . / ( () ()) wlo fin (O) ( ) r;::)7\i1 Q = WTOyfO fin O -fin 00 '-2- = --(-) , 5.93 
y DoM - 3EO.oo WTO fin 00 

the last relationship being known as the Lyddane-Sachs-Teller relation. The 
dielectric constant is given by 

() () [fin(O)-fin(OO)]W?o ()w2 -wlo 
fin W = fin 00 + 2 2 = fin 00 2 2· 

WTO -W W -WTO 
(5.94) 

The phonon modes in the sphere are determined by the classical equations 
in absence of external field: 

D = fin(W)fOE = foE + P, 
V·D=O, E=-Vcp. (5.95) 

They lead to the following equation for the electrostatic potential cp: 

(5.96) 

LO Modes. The first type of solutions corresponds to fin(W) = O that gives 
the internal LO modes of frequency WLO. Using spherical coordinates, the 
potential may be written in terms of the spherical Bessel functions jl defined 
in (2.19) and of the spherical harmonics Yim: 

cp(r) = L Ck,l,m jl(kr)Yim({}, <p) . (5.97) 
k,l,m 

The continuity of D implies that D = O outside the sphere and therefore 
cp = O for r > R. From the continuity of cp, we deduce that the allowed values 
of k are given by 

(5.98) 

where the coefficients X nl are the zeros of the spherical Bessel functions (see 
Sect. 2.1.4). It remains to connect the potential with the atomic displacement 
s. Since D = O, (5.90) becomes 

2P 
Eloc = - 3fo . (5.99) 

Putting this into (5.89) and using E = -Vcp = -P/3fo we find 

e* 
Vcp = foDo + 2a/3 s , (5.100) 

which with (5.97) gives an expression for s(r). The next step is to connect 
the displacements Sn+ and Sn- of the two atoms in the ceH n with s( r) in 
order to establish the quantized form of the operators. From (5.52) we have 

1 L (klm) S --- e n± - JM± n± Qk,l,m, 
k,l,m 

(5.101 ) 
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where the vectors e(klm) are mutually orthogonal and Qk,l,m are the normal 

displacements. From (5.91) we deduce that JM+e~k:-m) + JM_e~k~m) = O 
and therefore 

_ _ J M+ '" (klm) _ J M_ '" (klm) 
Sn - Sn+ - Sn- - NI ~ en+ Qk,l,m - NI ~ en_ Qk,l,m, 

k,l,m k,l,m 

__ 1_ '" (klm)Q - VM ~ un k,l,m , 
k,l,m 

(5.102) 

where we have defined new vectors u (klm). We easily verify that these vectors 
must be also mutually orthogonal. With (5.97) and (5.100) we can write 

(5.103) 

where rn, en , CPn are the spherical coordinates of the cell n. We note that 
with this definition the normal displacements Qk,l,m and the vectors u(klm) 
are complex. We verify that 

L u~klm)*u~k'l'm') ~ 1~12 r V (jl(kr)Yz~(e, cp))V (j!'(kr) Yi'm' (e, cp)) dr 
n o Jv 

= tSkk,tSll'tSmm, , (5.104) 

if 

JnoB~ . -2 R3 .2 
Uo = ~ wlth Bk = T J1+l(kR) . (5.105) 

To obtain this result, we use the well-known reIat ion 

[ V fV gdr = - [fV2 gdr + fs f ~~ d5 , (5.106) 

where the integration is made over the sphere (V) or its surface (5), and n is 
the normal to the surface of the sphere. In our case, f and 9 are of the form 
jl(kr)Yim(e, cp), the surface integral vanishes and V 2g = -k2g. In accordance 
with (5.102), we obtain 

'" JnoB~ s(r) = ~ NIk2 V (jl(kr)Yim(e, cp)) Qk,l,m . 
k,l,m 

(5.107) 

For simplicity, we choose the phase factors of the spherical harmonics such 
that Yi-m = Yz~. Therefore s(r) is real if Qk,l,-m = Q'k,l,m. Then, using the 
orthogonality of the normal modes, we derive the classical Hamiltonian for 
the free phonons 

H = ~ L [P';,I,mPk,l,m + WlOQ'k,I,mQk,l,m] , (5.108) 
k,l,m 

where Pk,l,m = OQk,l,m/Ot. The transition to a quantum mechanical descrip­
tion is now straightforward. We have just to interpret Pk,l,m and Qk,l,m as 
operators that fulfill the commutation relations: 
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[Qk,l,m,Pk',I',m'] = ili Okk,Oll'Omm' . 

If we introduce the operators 

atlm = J 2~LO (WLOQi:"I,m - iPk,l,m) , 

aklm = J 2~LO (WLOQk,l,m + iP:,I,m) , 

the Hamiltonian takes the usual form 

H = L IiwLO (atlmak1m + 1/2) . 
k,l,m 

(5.109) 

(5.110) 

(5.111) 

We can now calculate the electron-LO-phonon Hamiltonian. If p( r) is 
the charge density, the Hamiltonian reads 

H!''?ph = fv 1>(r)p(r)dr . (5.112) 

Equations (5.100) and (5.107) give the expression 

e* 
1>(r) = L EonO + 20./3 

k,l,m 

(5.113) 

where H.c. means Hermitian conjugate. Using (5.93), we obtain finally 

k,l,m 

B~IiwLO (_1 ___ 1_) 1/2 

2Eok2 Ein(OO) Ein(O) 

(5.114) 

SO Modes. The surface (80) modes are obtained following the same ap­
proach. They correspond to 111> = O in (5.96). The solutions are of the form 

1>(r) = AI,mr1Yim(O, 1» for r < R, 

1>(r) = AI,mR21+1r-l-lYim(O, 1» for r > R, (5.115) 

where the coefficient AI,mR21+l in the second line has been determined by 
the condition of continuity of 1> across the interface. The continuity of the 
normal component of D implies that 

lEin(WI) = -(l + l)Eout , 

which with (5.94) leads to 

2 2 l[Ein(O) - Ein(OO)] 2 
Wl - WTO = WTO . 

lEin(OO) + (l + l)Eout 

(5.116) 

(5.117) 
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Thus, for a given couple (1, m), there are several LO modes and only 
one SO mode. The frequencies of the LO modes depend on the quantum 
number 1. We must now calculate the electrostatic potential with respect to 
the displacement s. Looking for solutions of the form s = soeiwt , (5.92) gives 

k-w2 J11[ 
Eloc = s. 

e* 

Eliminating P between (5.89) and (5.90), we obtain 

E = (1 - 3E:nJ : [~ - w2 
- M (3E:~O _ a)] s , 

which using (5.93) leads to 

E = -V cjJ = M WTO - W S . ~ 2 2 

no WTOVEO[Ein(O) - Ein(OO)] 

Following (5.102), we start now with 

s = _1_ L v(lm)QSO 
n t,;=; n lm' vM ' 

l,m 

v~m) = voV[r1Yim(B,cjJ)]. 

The reIat ion 

'" v(lm)*v(l'm') _ J: J: 
~ n n - UII'Umm' 

n 

is verified if 

1 {ilo 
vo = Rl V Tii· 

(5.118) 

(5.119) 

(5.120) 

(5.121) 

(5.122) 

(5.123) 

To establish this result, we also used (5.106) with f and g of the form 
r1Yim(B, cjJ), but this time it is the volume integral that vanishes. Combining 
(5.120), (5.121), (5.117) and (5.123), we obtain finally 

so L ~ VEin(O) - Ein(OO) WTO 
He- ph = V ~ IEin(oo) + (1 + l)Eout 

l,m 

X [ar~ Iv p(r) (~) 1 Yim(B, cjJ)dr + H.C.] , (5.124) 

where ar~ is the annihilation operator for the SO mode of quantum numbers 
(1, m). 

The coupling Hamiltonians (5.114) and (5.124) have been extensively 
used to study polarons in spherical quantum dots using variational tech­
niques [303,304,320,324] and within second-order perturbation theory [325-
329], and also the polaron bound to an impurity in quantum dots [320,330, 
331]. The coupling in quantum dots of ternary alloy semiconductors such as 
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CdS1-xSex has been studied in [332]. The influence of the electron-optical­
phonon coupling on the optical properties of direct gap semiconductor nanos­
tructures will be discussed in Sect. 5.3. But before proceeding, we consider 
the behavior of an electron (free polaron) in a small quantum dot [331]. 

Electron-Phonon Interaction Energy of an Electron in a Small 
Quantum Dot. In the limit where the kinetic energy of the electron pre­
dominates, the interaction with phonons may be regarded as a perturbation, 
the quantum dot radius being much smaller than the effective Bohr radius of 
the electron. In the envelope function approximation, we can use the wave­
function (2.18) for the ground state in a spherical quantum well and the 
charge density is given by 

p(r) = __ e (sin (-]f)) 2 . 
27rR r 

(5.125) 

This radial charge distribution only couples to the l = O LO modes. The 
total electron-phonon interaction energy, the Franck-Condon energy (5.61), 
is then equal to 

dFC = L Sk,O,O n.wLO , (5.126) 
k 

where Sk,O,O are the Huang-Rhys factors for the coupling to the LO modes 
with l = O and m = o. These factors are easily deduced by comparing the 
term linear in the normal displacements in (5.60) and H~~ph in (5.114). We 
obtain: 

Sk,O,O n.wLO = 2!i2 Cintoo) - Ein~O)) [ip(r)jo(kr)Yoo(o,c/»drf . 

(5.127) 

Using the fact that k = n7r / R and B~ = 2k2 / R when l = O, we are left 
with [320,331] 

e2 (1 1) dFC =-- ------ e, 
47rEOR Ein ( 00 ) Ein (O) 

with 

e = ~ ~ [!an sin2(x~;in(nx) dxf 

that may be written in closed analytical form [331] as 

e = [1 - Si(27r) + Si(47r)/2l/2 = 0.3930, 

(5.128) 

(5.129) 

(5.130) 

where Si is the integral sine. In fact, the interaction energy (5.128) can be 
obtained using a much simpler approach in this limit of small quantum dots. 
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The kinetic energy of the electron is so high that the lattice can only respond 
to the average charge density given by p(r). Thus we have 

(5.131) 

where cp(r) is the electrostatic potential induced by p(r). The factor 1/2 
comes from the fact that it is a self-energy (see Sect. 3.1.1). We calculate 
the self-energy with the dielectric constant Ein (w) and we make the difference 
between the high frequency limit (w ---+ (0) and the static one (w ---+ O) to 
keep only the response of the phonons. Using the Gauss theorem, we are left 
with 

e2 (1 1) 17r (u - sin(2u)/2)2 dFC = -- ----- - -- du 
47rEOR Ein(OO) Ein(O) o 27ru2 ' 

(5.132) 

where the integral is also equal to C. 
The perturbation calculat ion is justified if dFc « Ee where Ee is the con­

finement energy. We plot in Fig. 5.6 the electron-phonon interaction energy 
dFC for InAs and ZnSe, for comparison. It is also interesting to compare with 
the free polaron in the bulk semiconductor where the relaxat ion energy is 
given by [291] 

2 
dbu1k ~, . . h e 

FC = O:OILWLO wlt 0:0 = nw 
87rEo LO 

(2 * )1/2 (1 1) 
m ;LO Ein(OO) - Ein(O) , 

(5.133) 

m* being the electron effective mass. The coupling constant 0:0 is typically 
less than unity in III-V and II~VI semiconductors (e.g. 0:0 ~ 0.06 in InAs). 

5.2.7 Coupling to Acoustic Modes 

We deal now with the coupling to longitudinal acoustic modes in the limit 
of long wavelengths. These modes correspond to compression waves asso­
ciated with local variations of volume, i.e. of the lattice constant. Such a 
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lattice relaxat ion takes place in particular after excitation of an electron­
hole pair. The relaxation occurs because an electron has been transferred 
from a bonding-like (valence) to an antibonding-like (conduction) state, that 
tends to weaken the bonds. The amplitude of the distortion is connected to 
the electron-hole density. In quantum dots, the confinement increases this 
density and therefore the relaxat ion is enhanced. 

We consider the particular case of a spherical nanocrystal of radius R 
in which an electron-hole pair has been excited. This induces a deformation 
which we describe once again by a continuous displacement field s(r). We 
need to find a functional E( {s}) for the total energy of the system that will 
be minimum for the true displacement field. We write 

E( {s}) = Ea( {s}) + Eexc( {s}) , (5.134) 

where Ea is the ground state energy and Eexc is the excitonic energy. The 
lattice deformat ion is characterized classically by the strain parameters [158] 

1 [aSi aSj ] 
eij = 2" ax j + aXi ' 

(5.135) 

where i, j = x, y, z. The ground state energy is given by a constant term plus 
the total elastic energy 

Ea({s}) = Ea({s = O}) + fv U(r)dr, 

h () Cu ( 2 2 2) C (2 2 2 ) wit U r = 2 exx + eyy + e zz + 2 44 eyz + e zx + exy 

+C12 (ezzeyy + ezzexx + exxeyy ) , (5.136) 

where Cu, C12 , and C44 are the elastic constants of the bulk semiconductor. 
We assume that these constants are not influenced by the confinement. The 
energy Eexc ( { s }) of the electron-hole pair can be easily calculated in the ef­
fective mass approximation following Sect. 2.2.1. In this approximation, each 
band edge (conduction band for the electron and valence band for the hole) 
is interpreted as a potential energy that depends locally on the elastic strains 
through the deformat ion potentials [106]. Thus, for a given displacement field 
s(r), we can calculate the exciton energy and we can iterate the procedure 
to mini mize the total energy E ( { s }) with respect to s ( r), for example using 
a discrete spatial grid. A simpler approach can be used in the limit of strong 
confinement where the electron-hole wavefunction is not influenced by the 
lattice relaxation. In this approximation, the electron-hole density is given 
by (Sect. 2.1.4) 

( ) =_1_ (sin(7rr/R))2 
n r 27rR r ' (5.137) 

where r is the distance from the center of the crystallite. We can write to 
first order in perturbation that 
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Eexc({s}) = i Eg(r)n(r)dr, (5.138) 

where Eg (r) is the local bandgap energy taking into account the shift of 
the band edges induced by the deformation. If we further assume that the 
displacement field is radial, Le. ser) = s(r)er , we have 

_ (Xi)2 (os) s (r2 - xr) eii - - - + - , 
r or r r 2 

XiXj [(os) s] . . 
eij = ~ or - ~ ,2 #- J . (5.139) 

Then the total energy becomes a simple functional of ser) and can be 
minimized to get the stable configurat ion in the excited state. An example 
of such a calculation is given in [171] for Si nanocrystals where the function 
ser) is written as a Fourier sum whose coefficients are adjusted to get the 
minimum of the energy functional. 

Case of an Isotropic System. In order to get a rough estimate of the relax­
ation energy, we consider further approximations. In the case of an isotropic 
material, we have C44 = (Cu - CI2 )/2. Thus using (5.139), we obtain 

~1 & s 2 & s 
( ) 2 ( ) U(r)=T or +(Cll+CI2)(~) +2C12 or (~). (5.140) 

In the limit of isotropic conduction and valence bands, the bandgap is just 
a function of the deformation potential a = ac -av that describes the response 
of the conduction (c) and valence (v) band edges to a uniform compression 
defined by exx + eyy + ezz . We have using (5.139) 

Eg(r) = Ego + (jEg = Ego + a [ (~;) + 2 (~)] , (5.141) 

where Ego is the bandgap energy in absence of lattice relaxation. Using the 
symmetry of the problem, we look for solutions of the form ser) = vov(x) 
where x = r / R. We have to minimize the total energy with respect to Vo and 
v( x) and then to calculate the relaxat ion energy dFc = E ( {s = O}) - E ( { s } ). 
After minimization with respect to vo, we obtain that 

a2 

dFc = 47fR3Cu g(a) , (5.142) 

where a = CI2 /CU and the function g is given by 

{ 
[Jolsin2(7fx)(~+2~)dxr } 

g(a) = { 2 } , 
JOI X2 ~ (~~) + (1 + a) (~)2 + 2a (~~) (~) dx min 

(5.143) 

where the minimum is taken with respect to the function v, which can be 
found numerically. Figure 5.7 shows that the corresponding g(a) remains 
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Fig. 5.8. Relaxation en­
ergy dFC as a function of 
the nanocrystal radius R for 
0 11 = 1.5 X 1012 dynes/cm2 

and two values of the defor­
mat ion potential a 

of the order of 5 when a is in the range 0.3-1.0 that covers almost all the 
experimental situations (a is usually clase to 0.5). Figure 5.8 presents the 
variation with size of the relaxation energy for two values of the deformation 
potential a. We see that the relaxation energy can be substantial in small 
nanocrystals (R < 2 nm) with a large deformation potential for the bandgap. 
It is interesting ta notice that the relaxation energy varies like 1/ R3 for 
the coupling ta acoustic phonons whereas it behaves like 1/ R with optical 
phonons (previous section). 

Finally, one must note that the coupling to acoustic phonons in polar 
materials also arises from the piezoelectric effect because the lattice strain 
produces a polarization. Details on this mechanism can be found in [202]. 

5.2.8 The Importance of Non-adiabatic Transitions 

Up to now, we have always assumed that the systems could be described 
in the adiabatic approximation which means that the electrons are in a sta­
tionary state for each instantaneous position of the nuclei and that the to­
tal wave functions can be written in the Born-Oppenheimer approximation 
(Sect. 5.2.3), Le. under the form 

(5.144) 
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Fig. 5.9. Configurat ion coor­
dinate diagram in the case of 
degenerate or almost degener­
ate excited states 

where i enumerates alI possible electronic configurations. In this approxima­
tion, the electron-phonon coupling does not give rise to transitions between 
different electronic configurations (e.g. i ---+ j). However, when there are de­
generate states or states with energy spacing comparable to phonon energies, 
non-adiabatic processes become important [333-335]. Figure 5.9 describes a 
situation where degeneracies or near-degeneracies occur in the excited state 
(but they may also occur in the ground state). Then the electron-phonon 
coupling induces the mixing of states belonging to different electronic config­
urations. Nanosystems with electronic degeneracy can be described in close 
analogy with impurities in semiconductors [288,289]. In particular, we can 
apply the Jahn-Teller theorem [336] which states that there is always a lattice 
distortion which lowers the energy and reduces the symmetry of the system 
(it does not apply to the Kramers' degeneracy). The Jahn-Teller effect can 
also result from the coupling between nearly degenerate states. Furthermore, 
the asymmetric state has lower symmetry than the Hamiltonian, so there are 
several equivalent but distinct distortions [288,289] (Fig. 5.9). Transitions be­
tween these degenerate configurations give rise to the dynamic Jahn-Teller 
effect. In quantum dots, degeneracies arise in particular from the complex 
structure of the valence band which is P-like. Thus non-adiabatic processes 
play an important role in excitonic transitions [333]. 

The usual way to include non-adiabatic processes is to calculate the vi­
bronic states corresponding to coupled electronic and nuclear motion. One 
can folIow the general Born-Oppenheimer treatment and write the total vi­
bronic wave function I}i' as a combinat ion of Born-Oppenheimer products of 
the general form given by (5.144): 

(5.145) 
i,n 



174 5 Optical Properties 

In practice, the basis can be limited to Born-Oppenheimer products which 
are close in energy, Le. those corresponding to degenerate or nearly degenerate 
electronic configurations. Then one must calculate the matrix of the total 
Hamiltonian in this basis. The total Hamiltonian is usually written as 

(5.146) 

where He is the electronic part, H ph is the phonon part of the form (5.54), and 
H int is the electron-phonon Hamiltonian usually approximated by its first 
order terms. Fomin and coworkers [333] have performed such calculations 
using a continuous model for the coupling to optical modes and using a 
k . p model for the electronic Hamiltonian. Applied to CdSe quantum dots, 
the calculations predict photoluminescence spectra in good agreement with 
experiments. 

The inclusion of non-adiabatic processes in microscopic theories (e.g. tight 
binding for the electronic part plus valence force field for the phonons) is in 
principle possible but, to our knowledge, this has not yet been done. 

5.3 Optical Properties of Heterostructures 
and Nanostructures of Direct Gap Semiconductors 

In this section, we deal with the optical absorption of systems with re­
duced dimensionality based on direct gap semiconductors, going from the 
bulk to quantum wells and quantum dots. We mainly describe the systems 
in the effective mass approximation for the envelope functions, considering 
one-particle and excitonic transitions. We only consider the effects of the 
electronic structure, disc ard ing all the proportionality constants such as the 
local-field factor discussed in Sect. 5.1.1. We write the absorption coefficient 
from (5.28) and (5.33) as 

a(w) oc ~ L I(ile· plnl2o(Ej - Ei - fu.J) , (5.147) 
w 

i,j 

where the sum is over the (final) empty states In and the (initial) occupied 
states li} (T -+ OK). Following (2.1), the wavefunction of the initial state has 
the following form 

(5.148) 

where Ub i (r) is the periodic part of the Bloch functions at the zone center 
for the band bi and c/Ji (r) is the envelope function. A similar expression holds 
for the final state. The optical matrix element is [86] 

(ile· pin:=::::; e· (Ub i IplUbf) 1 c/J:c/Jjdr + ob i bfe ·1 c/J:pc/Jjdr (5.149) 

with 
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(Ubi IplUbt) = r UbiPubfdr, (5.150) ino 

where ilo denotes the volume of the elementary ceU of the semiconductor. In 
(5.149), we have used the fact that the envelope functions are slowly variable 
functions on the length-scale of the unit ceU. 

In the foUowing, we consider two categories of optical transitions: 

- interband transitions that occur between states originating from different 
bands (bi == valence, bJ == conduction) where the optical matrix element 
reduces to the first term in (5.149) 

- intraband transitions (bJ = bi ) involving the dipole matrix elements be­
tween envelope functions, the second term in (5.149). 

5.3.1 Interband Transitions 

Interband Transitions in Bulk Semiconductors. In this introductory 
part, we just briefly recaU essential aspects of the optical absorption in bulk 
semiconductors. We concentrate on the behavior near the optical threshold 
since in this energy range the differences with quantum confined systems 
are the most important. The conduction and valence bands are described 
by single parabolic bands of effective masses m: and m;;, respectively. The 
valence band represents either the heavy hole band, the light hole one or the 
split-off one (Sect. 1.3.3) which are treated separately. We completely neglect 
the intricate anisotropic dispersion in the valence band. 

From the Bloch theorem, we easily check that the optical matrix element 
between two states with different wave vectors is equal to zero. This means 
that the transition is vertical within the Brillouin zone, i.e. it occurs at fixed 
k because, physicaUy, the wave vector of the light is much smaUer than the 
dimension of the first Brillouin zone [261,263-265]. Thus the absorption ca­
efficient becomes 

(5.151) 

where Mye(k) is the optical matrix element, Ce and Cy are the energies of the 
bottom of the conduction band and of the top of the valence band, respec­
tively (ce-cy = cg). A common approximation is to discard the k dependence 
of the optical matrix element near the threshold. Mye is related in (2.32) to 
the parameter P of the Kane Hamiltonian which takes similar values in aU 
semiconductors (2mop 2 lfi2 ~17-23 eV). With a constant Mye , a(w) becomes 
proportional to the joint density of states 

1 (fik 2
) a(w) (X ~IMye12 I>5 Cg + 2m* - fiw , 

k 

(5.152) 

where m* is the reduced mass (1/m* = Iim: + Iim;;). This sum reduces to 
the density of states of a 3D electron gas, so that 
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1 
a(w) oc -IM(w)12 

w 
(5.153) 

with 

2 _ 2 Jt m 1/2 n (2 *)3/2 
IM(w)1 - IMycl 47r2 fi? (lIw - Eg) . (5.154) 

The absorption process leads to the formation of an electron-hole pair. So 
far we have assumed that there is no interaction between the quasipartides. 
In Chap. 4, we have seen that the two quasipartides attract each other via a 
screened Coulomb potential which give rise to localized gap states. Therefore, 
the absorption spectrum, instead of starting at the energy gap can show lines 

* 4 1 
at Eg - 21i2 (77fE:EMJ2 n 2 ' where EM is the static dielectric constant. From Sect. 
4.2.1, we know that the wave function of the excited states may be written 
in the following form 

tJtexc = L a(ke, kh)p(ke, k h) , (5.155) 
ke,kh 

where the function p(ke, k h) is a Slater determinant which describes a situ­
ation in which a valence band electron of wave vector kh has been excited to 
a conduction band state of wave vector k e . The Fourier transform 

F(re, rh) = L a(ke, k h) exp (i(ke . re - kh . rh)) (5.156) 
ke,kh 

defines a two-partide envelope function solution of the effective mass equation 
( 4.15). 

It is interesting to compare the strength for exciton absorption to the 
one for one partide transitions. For many partide states, the optical matrix 
element is given by 

(5.157) 

where L:i Pi is the sum of the one-electron moment a and tJto is the ground 
state. From (5.155), we obtain 

Mexc = L a(ke, kh)(khle· plke} . (5.158) 
ke,kh 

We have seen that one-partide matrix element is non-zero only if k e = 

k h = k. This matrix element is identical to Myc(k) defined above and we 
take it to be constant over the small range of k involved. We then get 

Mexc = Myc L a(k, k) . (5.159) 
k 

From (5.156), we see that 

L a(k, k) = J F(r, r)dr , 
k 

(5.160) 
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where we take re - rh = r. We thus obtain 

(5.161 ) 

Using the wave function (4.17) for the lowest excitonic state, the optical 
matrix element for the 3D exciton is given by 

IM(3)12 -IM 12~ (5.162) exe - ve 7fa3 ' 

where a is the exciton Bohr radius. This result can be compared to IM(wW 
in (5.154). In fact, it is better to compare with IM(w)12 integrated up to an 
energy nw. One thus gets 

IMe~~ 12 [fj,2] 3/2 [e1S ] 3/2 
J IM(w)l2d(nw) = 67f 2m*a2 (nw _ eg) = 67f nw _ eg , (5.163) 

where els is the exciton binding energy in the 18 state. With a typical value 
els :::::J 10 meV, the ratio (5.163) is of the order of 20% for nw - eg :::::J 200 meV 
showing an important concentration of the oscillator strength in a single line. 

Interband Transitions in Quantum Wells. We start with transitions 
between single partide states. We have seen in Sect. 2.1.1 that the confine­
ment in the z direction leads to the formation of subbands starting at discrete 
energies and having a free dispersion in the x and y directions (Fig. 5.10). 
The envelope function (2.3) for the initial state (hole state) is 

(Pi(r) = Js exp [ik(h).p] X~h)(z) , (5.164) 

with the same expression holding for the final state (electron state == e). Once 
again, only vertical transitions are possible (k(h) = k(e)). Thus the optic al 
matrix element (5.149) becomes approximately: 

e· (uvlplue)(X~h)lx}::)) . (5.165) 

m=3 Energy 
m=2 

m=l 

n=l 

n=2 
n=3 

k 

Fig. 5.10. Main 
interband transitions 
in a quantum well 
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The first term determines the polarization selection rules which depend 
on the valence band (v) under consideration, Le. heavy holes, light holes and 
split-off (details can be found in [86]). For simplicity, we will neglect this 
dependence in the following, replacing (uvlplue) by the average value Mve . 
The second term in (5.165) gives selection rules on the envelope function 
quantum numbers. In the case of symmetric wells, we can deduce from the 
parity of the wave functions that the overlap (X~h) Ix~)) is non zero only if 
n + m is even. In the case of infinitely deep barriers, the envelope functions 
are given by (2.6) both for the electron and the hole. Thus the transition is 
allowed only if n = m. In the general case, it is observed that transitions with 
n 1- mare always much less efficient than those with m = n. 

We come now to the shape ofthe absorption spectrum. From (5.147) and 
(2.3), we get: 

1 1 1
2 

( nk2
) a(w) cx ;:;IMve12 L (x~h)lx~)) 5 €g +€~e) +€~(h) + 2m* - fiw . 

k,m,n 

(5.166) 

The sum over k of the delta functions corresponds to the 2D joint density 
of states which, following Sect. 2.1.1, leads to: 

1 2m*8 1 12 ( ) a(w) cx ;:;IMve12 7fn2 L (x~h)lx~)) (9 €g + €~e) + €~(h) - fiw . 
m,n 

(5.167) 

Thus the absorption coefficient has a staircase-like shape as expected from 
the 2D density ofstates (Fig. 5.11). As discussed in Sect. 2.1.1, the absorption 
threshold is blue-shifted with respect to the 3D situation due to quantum 
confinement effects. 

Let us consider now the excitonic transition. We use the same approach 
as in the 3D case. But the problem is complicated by the confinement in 
the z direction and by the fact that there is still free mot ion of the center 
of mass R.l in the other directions. One possible envelope function for the 
lowest exciton state as given in (4.18) is 

eik·R-L (e) (h) [2 _ A 
F(re , rh) = JS Xl (Ze)xl (Zh)Y ;:\2e p/ , (5.168) 

where p = J(Xe - Xh)2 + (Ye - Yh)2 and ). is a variational parameter. Using 

for X~h) and X~e) the solution (2.6) of the infinite square well and with k = 0, 
one readily obtains from (5.161): 

IM(2) 12 = IM 12 28 exe ve 7f).2· (5.169) 



5.3 Optical Properties of Heterostructures and N anostructures 179 
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Fig. 5.11. Comparison of the ideal 
optical absorption spectra in a bulk 
semiconductor (3D), in a quantum 

E well (2D) and in a quantum dot (OD) 

Thus the relative strength of optical absorption between the quantum well 
and bulk exciton is, for the same volume D = SLz of material, given by 

(2) 2 
M exc 

M~~l 
(5.170) 

For strong confinement, A tends to its 2D limiting value a/2 (Sect. 4.2.2) 
so that this ratio becomes equal to 

8a 
Lz ' 

(5.171) 

where Lz is of the order of the inter-atomic spacing. This ratio can thus 
become, for GaAs, as large as 300 showing that the 2D confined exciton 
has much more oscillator strength than the bulk one. This is confirmed by 
experimental observations [337]. 

Interband Transitions in Quantum Dots. We have seen in Sects. 2.1.3 
and 2.1.4 that the confinement splits the bands into series of discrete en­
ergy levels. The optical transitions will also become discrete. In the limit 
of strong confinement, the kinetic energy terms dominate the electron-hole 
attraction (Chap. 4) and the latter can thus be included in first order per­
turbation theory. At the lowest order, the envelope function for an excitonic 
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state is just the product of uncorrelated electron and hole envelope functions. 
Under the assumption of infinitely high barriers, the electron and hole eigen­
functions are identical. Since the optical matrix element in (5.149) contains 
the overlap between the envelope functions of the electron and the hole, we 
deduce the well-known selection rule that optical transitions can only take 
place between states having the same quantum numbers, regardless of the 
shape of the quantum dot [260]. In reality, this rule may be lifted due to a 
different penetration of the electron and hole wave-functions in the barriers. 
Another complication comes from the intricate nature of the hole states (see 
the discussion in Sect. 2.5.3). Therefore a precise evaluat ion of the oscillator 
strengths usually requires more elaborate calculations such as tight binding 
or empirical pseudopotentials. 

The confinement in quantum dots makes that the bulk oscillator strength 
is concentrated into discrete lines and small volumes. To estimate this en­
hancement, we extend the simplest effective mass model used in the previous 
sections. We then consider a spherical nanocrystal with infinite potential at 
the boundary r = R. The envelope function for the lowest excitonic state 
takes the form 

( ) N sin(7rre/R) sin (7rrh/R) 
F Te,Th = , 

re rh 
(5.172) 

where N is a normalizing factor. One can now evaluate IMe~~12 for this OD 
case from the general expression (5.161) 

IM~~~12 = IMvc l2 . (5.173) 

Thus the strength of this exciton relative to the bulk one for the same 
volume of material given here by il = ~7rR3 is equal to 

M~2~ 2 = -43 (Ra )3 
M (3) 

exc 

(5.174) 

which is the result of Kayanuma [338]. We easily verify that the enhancement 
is still larger than in quantum wells. 

The optical matrix element in (5.173) does not depend on the nanocrystal 
volume, which is confirmed by tight binding or pseudopotential calculations. 
Thus (5.28) shows that the absorption coefficient of a composite material 
made of nanocrystals embedded in a dielectric matrix is proportional to p/ il 
which corresponds to the concentrat ion of nanocrystals. A similar result holds 
for the stimulated emission, meaning that lasing will be favored in materials 
with a high concentration of nanocrystals. Indeed, lasers based on nanocrys­
taIs have been obtained only recently using compact arrays of nanocrystals 
where the stimulated emission strength is high enough to overcome the non 
radiative effects such as the Auger recombination [339] (see Sect. 7.2). This 
is an interesting result because it is known that semiconductor quantum dots 
promise the lowest lasing threshold for semiconductor media. 
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To conclude on the efficiency of the optical transitions in quantum dots, 
it is important to consider the exciton fine structure. In spherical nanocrys­
taIs, the exciton ground state is eightfold degenerate, a factor 2 coming from 
the spin Se of the electron and a factor 4 coming from the total momentum 
(Jh = 3/2) of the hole (Sect. 2.5.3). However, the electron-hole exchange in­
teraction, which increases with decreasing size, lifts the degeneracy (see Sect. 
4.3.2). The excitonic levels can be labeled by their total angular momentum 
J = Se + Jh. The electron-hole exchange term splits the manifold into two 
states with J = 1 and J = 2. The optical transition from the lowest energy 
state with J = 2 is forbidden and the optically allowed state J = 1 is shifted 
toward high energy. Thus, for example, this leads to an increase of the decay 
time of the photoluminescence, depending on the thermal occupation of the 
two levels. At low temperature, it may lead to very long lifetimes, in the 
microsecond or even in the millisecond range. These effects are discussed in 
detail in Sect. 4.3.2. 

We conclude that the oscillator strength in quantum dots made of direct 
gap semiconductors is high but, in small quantum dots, the electron-hole 
exchange splitting may become large enough to reduce the radiative recom­
bination rate. 

5.3.2 Intraband 'fransitions 

Intraband 'fransitions in Bulk Semiconductors. Here we deal with the 
intraband optical transitions, for example in the case of doped semiconduc­
tors. Only one type of carriers is involved in the transitions, which allows 
to probe the electronic structure either in the valence or in the conduction 
band. In bulk materials, this is usually treated as a free electron gas. Since 
transitions must be vertical in k space, direct transitions between two states 
that necessarily have different wave vectors are not possible. Electron-phonon 
interactions or scattering on defects must therefore be involved in the tran­
sitions. Since there is a continuous succession of states, the transition of the 
carrier can be seen as an accelerat ion induced by the electromagnetic field 
and the absorption of light by quasi-free carriers can be consequently treated 
as a transport problem [291]. We will see that the situat ion is different in 
quantum confined systems because the confinement potential breaks the k 
selection rules. 

Intraband 'fransitions in Quantum Wells. For carriers confined in the 
z direction and free to move in x and y directions, one must consider two 
situations for the optical absorption depending the polarization of the light. 
With polarizations along x and y, the problem is the 2D analogue of the 
free-carrier absorption in bulk semiconductors. Direct transitions are not al­
lowed and scattering mechanisms induced by phonons are necessary. With a 
z polarization corresponding to a wave propagat ing within the well, direct 
transitions are allowed between different subbands (Fig. 5.12), provided that 
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Fig. 5.12. Intraband 
optical transitions in 
a quantum well 

the in-plane wavevector of the carrier is conserved [86]. Using from (5.164) 
the wavefunctions cPi cx exp (ik(i) .p) Xn(z) and cPf cx exp (ik(f) .p) Xm(z) for 
the initial and final states, respectively, the optical matrix element (5.149) 
becomes 

(5.175) 

In order to estimate the magnitude of the transitions, we consider the case 
of a weU with infinite barriers. Using (2.6), we easily obtain the total oscillator 
strength for aU vertical transitions from the subband n to the subband m: 

26 (nm)2 
fnm = 2 (2 2)3 if n - m is odd, 

IT m-n 
f nm = O otherwise . (5.176) 

Let us consider now that only the subband n = 1 is populated in the initial 
state. We see from (5.176) that the amplitude of the optical matrix element 
quickly decreases with m. The absorption spectrum is a sum of delta functions 
8 (c;';., - ci - fiw) due to the exact paraUelism of the subbands in the effective 
mass approximation (Fig. 5.12). Using more elaborate calculations, the bands 
would not be perfectly parabolic and each line in the optical spectrum would 
acquire a finite width. 

Intraband transitions in quantum weUs also occur between bound states 
to the continuum of states above the barrier potential. They are a possible loss 
mechanism in quantum welliasers. They are used to make infrared detectors 
[265] and they are treated in detail in [86,92,265]. 

Intraband Transitions in Quantum Dots. Due to the confinement po­
tential in the three directions of space, intraband transitions in quantum 
dots may be possible for any polarization of the light without the assistance 
of scattering mechanisms. The absorption spectrum is made of sharp lines 
with an intensity given by the optical matrix element between the envelope 
functions in the effective mass approximation. In the case of cubic dots, the 
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matrix elements can be easily calculated from (5.176). In the case of spherical 
dots or nanocrystals, we have seen in Sect. 2.1.4 that the electron and hole 
states are those of an artificial atom. Thus atomic-like selection rules can 
be applied to the optical transitions. In particular, the transitions may be 
allowed only if the quantum number l differs by + 1 or -1 between the initial 
and final states (this rule can be established from the general properties of 
the spherical harmonics [340]): 

Lll = ±1:::} transition may be allowed. (5.177) 

Intraband transitions in nanocrystals are particularly interesting because 
they usually occur in the infrared spectral range and they involve only one 
type of carriers which allows to study separately the dynamics of electrons and 
holes [341]. They also strongly depend on the charge state of the quantum 
dot which can be changed deliberately [142,342,343] or not [344]. Several 
works on quantum dots charged with one electron (n-type) reported optical 
transitions from the lowest state in the conduction band to the next higher 
state which is the analogue of 1S -* 1P transitions in atoms [142,342,345]. 

Recent work [140] on ZnO nanocrystals charged with electrons have con­
firmed the Lll = ±1 selection rule (Fig. 5.13). On the theoretical side, tight 
binding calculations described in Sect. 2.5.1 (see Fig. 2.11 for the one-partide 
energies) show that transitions with Lll #- ±1 are characterized by an oscilla­
tor strength smaller by several order of magnitudes compared to the allowed 
ones. On the experimental side, near-infrared spectroscopy has been per­
formed for gradually increasing number of electrons up to ten. When the 
number of electrons is close to one, the main transition is 1S -* 1P. When 
there is an average of five electrons, the 1S and 1P states are populated and 
the 1P -* 1D transition becomes the main one. The oscillator strengths are 
deduced from a fit of the absorption spectra: the results strongly support the 
Lll = ±1 ruIe. The oscillator strengths for the allowed transitions given in Ta­
ble 5.1 are in good agreement with those predicted in tight binding. Note that 
the values estimated from effective mass wave functions (2.18) are very close 
to the tight binding ones showing that the envelope function approximation 
is a good one in that case [140]. 
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Fig. 5.13. The main optical 
transitions observed in ZnO 
nanocrystals by near infrared 
absorption confirm the ill = 
±1 selection rule [140] 
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Table 5.1. Dipole oscillator strength for intraband transitions in ZnO nanocrystals 
summed over alI degenerate states [140]. Theoretical values are obtained with a 
tight binding method. The experimental lS-lP oscillator strength is set equal to 
the theoretical value. This allows to compare the oscillator strengths of the 1P-1D, 
1D-1F and 1P-2S transitions with theoretical values 

Diameter [nm] lS-lP 1P-lD lD-1F 1P-2S 

3.7 Exp. 6.1 18±2 

Th. 6.1 18.3 33.8 3.2 

4.2 Exp. 6.4 21 ± 2 36± 14 4±2 

Th. 6.4 19.2 36.2 3.4 

5.2 Exp. 6.6 29±4 54± 10 4±3 

Th. 6.6 20.7 40.5 3.7 

5.3.3 The Importance of Electron-Phonon Coupling 

We consider now the influence of the electron-phonon coupling on the optical 
transitions in quantum dots. Since quantum dots in the strong confinement 
regime have an atomic-like energy spectrum, the main source of homoge­
neous line broadening is expected to be the coupling to vibrations. Thus the 
knowledge of the electron-phonon or exciton-phonon interaction is critically 
important, in particular for a number of device applications (e.g., for single 
photon emitters). In the following sections, we summarize the basic knowl­
edge in this field. 

Influence of the Electron-Phonon Coupling on Interband Transi­
tions. In 1987, Schmitt-Rink, Chemla, and Miller [260] argued that the 
coupling of the exciton to optical phonons through the Frohlich interaction 
should vanish in the strong confinement regime. Indeed the coupling arises 
from the polarization of the lattice by the difference in the electron and hole 
charge distributions in the exciton, and these distributions are almost iden­
tical in strongly confining structures. Thus the total charge density p( r) and 
therefore the coupling term (5.112) vanish in this limit, and the LO phonon 
features should not be observable. But experiments show that this is not 
the case, with many reported values of the Huang-Rhys parameter S be­
tween 0.1 and 1 [303,346-352]. On the theoretical side, it has been shown 
that the coupling is highly sensitive to the form of the electron and hole 
wave functions. Calculations in the effective mass approximation taking into 
account the complexity of the valence band predict a non-zero S factor but 
several orders of magnitude smaller than experiments [329]. Several processes 
have been invoked to explain the observed values: separat ion of the electron 
and hole charge distributions as a result of asymmetric shape [346,347], the 
presence of piezo-electric or pyro-electric fields [353,354] and of additional 
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charges [329,348,352]. Concerning the evolution of the coupling strength as 
a function of nanocrystal size, both experiments and theoretical works pro­
duce widely varying results. Thus the problem remains open to further studies 
and discussions. 

Concerning theory, effective mass calculations are probably not suffi­
ciently accurate to predict the correct magnitude of the electron-LO-phonon 
coupling in the case of intrinsic excitons, since the result depends on fine de­
tails of the electron and hole wave functions that also depend on details of the 
electronic structure. But to our knowledge, there is no microscopic calcula­
tions applied to these problems in polar semiconductor quantum dots. Some 
works have also shown that LO phonon-sidebands are considerably enhanced 
when one takes into account the non-adiabaticity of the exciton-phonon sys­
tem, even with relatively weak electron-phonon coupling [333] (see Sect. 
5.2.8). Non-adiabatic transitions become important because there are degen­
erate states or there are exciton states separated by an energy comparable 
with that of the optical phonons (mainly due to the complex valence band). 
The non-adiabaticity also enhances the intensity of multi-phonon peaks in 
nanocrystal Raman spectra [334]. 

Influence of the Electron-Phonon Coupling on Intraband Transi­
tions. There are much less studies concerning the electron-phonon coupling 
in intraband transitions. Theoretical works predict that the Frăhlich inter­
action should be enhanced in small quantum dots of polar semiconductors 
compared to the bulk and should strongly depend both on the shape and 
the size distribution [335]. Recent intraband hole burning experiments of 
CdSe, InP and ZnO colloidal quantum dots of 1.5-2.5 nm radius show an 
homogeneous line-width for the 1S --+ 1P transition below 3 meV at lOK 
[345], probably coming from acoustic phonons. LO-phonon replica are also 
observed and the corresponding Huang-Rhys factors for CdSe nanocrystals 
are presented in Fig. 5.14 as a function of size. The measured values are in 
good agreement with those calculated using the LO-phonon coupling Hamil­
tonian (5.114) with a charge distribution p(r) = 11PI 2 - 11S12 [345], using 
spherical Bessel functions (2.18) for the 1S and 1P wave functions. 

5.4 Optical Properties of Si and Ge Nanocrystals 

Bulk Si and Ge are characterized by a very poor optical radiative efficiency 
because of their indirect gap. In the past decade, several attempts to improve 
this efficiency have been proposed, in particular using nanocrystals. One main 
objective of these studies is to obtain stimulated emission from silicon and to 
make Si lasers [355]. In this section, we show how the quantum confinement 
modifies the optical properties of indirect gap semiconductors. 
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Fig. 5.14. Size dependence of 
the electron-LO-phonon coupling 
for intraband transitions in CdSe 
nanocrystals: experimental results 
(.) and calculated values using 
bulk parameters (stmight line), 
from [345] 

No-Phonon Transitions. Because of the indirect gap, band-edge optical 
transitions in bulk Si or Ge are only possible with the assistance of phonons to 
supply the momentum (Fig. 5.15). In nanocrystals, the strong confinement 
of the electron and hole wave functions in real space leads to a spread of 
the wave functions in momentum space. Thus, radiative recombination or 
optical absorption can proceed by direct no-phonon transitions (see Sect. 
5.2), vertically in k space. To illustrate this effect, we plot in Fig. 5.16 the 
weight of the lowest electron state l{!e and of the highest hole state l{!h in 
momentum space [143] obtained by projecting the eigenstates calculated in 
tight binding in the basis of the bulk states Un,k 

Ilie = l: an,kUn,k , 

n,k 

llih = l: bn,kUn,k , 

n,k 

(5.178) 

where n represents the bands. The dipole matrix element is given by 
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Fig. 5.15. The Si band 
structure near the gap region 
along the (100) direction. The 
processes for phonon-assisted 

X transitions are illustrated 
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Fig. 5.16. Top: projection (lan ,kI 2 ) of the lowest electron state in a Si ellipsoid 
on the bulk states Un ,k for k along [100] and [010] (sum of the two). Middle: same 
for k along [001]. Bottom: projection (lbn ,kI2 ) of the highest hole state for k along 
[001] (right) and [111] (left). Solid lines: ellipsoid long axis of 1.90 nm, short axis 
of 1.36 nm. Dashed line: long axis of 2.17 nm, short axis of 1.36 nm 

(5.179) 
n ,n',k 

where we use the fact that only vertical transitions are allowed. We deduce 
from Fig. 5.16 that the overlap (a~ ,kbn' ,k) between ljIe and IjIh in momen­
turn space is small because ljIe is centered at the conduction band minimum 
(k = ko) and IjIh is centered at k = O. Thus we conclude from these general 
arguments that the efficiency of no-phonon transitions must be small. This 
is confirmed by tight binding, pseudopotential and ab initio calculations of 
the recombination rates in Si and Ge nanocrystals [76, 132,221,222,356, 357]. 
Figure 5.17 shows the radiative lifetime calculated in tight binding for spher­
ical and cubic Ge nanocrystals [132]. Similar results are obtained in Si 
nanocrystals [143] (Fig. 5.18). There is a huge variat ion of the lifetime with 
size, over many decades. Only for very small nanocrystals « 50 atoms) the 
lifetime is about 10 ns and becomes comparable to the values in direct gap 
materials. To understand this behavior in detail, it is interesting to estimate 
the dipole matrix element in the effective mass approximation [143, 358]. We 
consider a cubie dot of side L. The envelope function for the ground electron 
and hole states is (Sect. 2.1.3) 

(8 7fX 7fY 7fZ 
cjJ( r) = V V cos L cos L cos L ' 

with - L / 2::::; x,y,x ::::; L/2. (5.180) 
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F ig. 5.18. Recombi­
nation rate as func­
tion of the bandgap 
of Si nanocrystals: 
sum of no-phonon and 
phonon-assisted pro­
cesses (+) , no-phonon 
transitions (<», tran­
sitions assisted by op­
t ical phonons (x) and 
by transverse acoustic 
phonons (. ) 

In the effective mass approximation, the electron and hole wave functions 
are given by 

Wh = I: rj;(k)Uv ,k , 
k 

We = I: rj;( k - kOj )Ucj ,k , (5.181) 
k 

where rj;( k ) is the Fourier transform of t he envelope function and kOj is the 
wave vector at the conduction band minimum j _ We implicitly assumed that 
the treatment of the degenerate minima can be decoupled. The dipole matrix 
element (5 .179) is given by 

(wele· p lWh ) = L rj;( k - kOj)* rj; (k )(ucj,kle · pIUv ,k) . (5.182) 
k 

Assuming that the matrix element is independent of k (Sect. 5.3.1), we 
obtain 
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(lliele· pl'h) ~ M yc L cjJ(k - koj)*cjJ(k) , 
k 

= Myc J exp (ikoj . r) IcjJ(rWdr . (5.183) 

In this expression, we assumed that the optical matrix element is inde­
pendent on the polarization. The effect of the polarization of the light was 
examined in [143]. In the case of silicon where the conduction band minima 
are along [100] directions (e.g. k ox ~ 0.89(27r / a)x), we have [143,358] using 
(5.180) 

("'elepl"") '" - :;; (~nk5 -(~)r ,in (k;L) , (5.184) 

where ko = Ikojl = 0.89(27r/a). From (5.41), and for L large enough to have 
27r / L ~ ko, we obtain that the spontaneous recombination rate behaves like 
w~d L6 where W21 is the transition frequency which depends on the size and 
the factor L-6 comes from the square of the matrix element (lliele· pillih ). 

Since W21 remains of the order of cg/n where Cg is the bandgap of bulk 
Si, we deduce that the recombination rate approximately varies like L-6 

in qualitative agreement with the results of more sophisticated calculations 
[76,132,221,222,356,357] (Fig. 5.18). The optical matrix element (5.184) 
also contains an oscillating factor sin(koL/2) which explains the important 
scattering of the values in Fig. 5.18. 

Phonon-Assisted Transitions. We have seen that interband transitions 
in bulk Si and Ge are only possible with the assistance of phonons because 
the total momentum must be conserved during an optical transition. In fact, 
phonon-assisted transitions remain more efficient than no-phonon ones in a 
wide range of nanocrystal sizes [295,358] as shown in Fig. 5.18. The values 
of Fig. 5.18 have been calculated folIowing the method described in Sect. 
5.2.4, in particular using (5.82). The calculations are based on a tight bind­
ing Hamiltonian for the electron and electron-phonon part together with a 
valence force-field model for phonons. The heavy part of the work is the eval­
uation of the coupling coefficients Aj for alI phonon modes j of the quantum 
dot. For each mode, it requires to calculate the wave functions and the op­
tical matrix elements when nuclei are displaced from their equilibrium sites 
according to the normal modes. The matrix elements of the Hamiltonian are 
made dependent on the atomic positions folIowing the rules of Harrison [57]. 

Figure 5.19 shows the recombination rates at 4K calculated for a 2.85 nm 
diameter nanocrystal with respect to the energy of the phonons involved in 
the transitions. At this temperature, the phonon absorption process is neg­
ligi bIe and the recombination proceeds by phonon emission. We also plot on 
Fig. 5.19 the photoluminescence spectrum below the no-phonon line calcu­
lated assuming that the intensity is directly proportional to the recombination 
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Fig. 5.19. Radiative recombination rate at 4K (small +) with respect to the en­
ergy of the phonon involved in the transition for a 2.85 nm hydrogen-passivated 
quantum dot . Photoluminescence intensity of a single cluster assuming it is di­
rectly proportional to the recombination rate, neglecting acoustic phonons (dashed 
line). Photoluminescence intensity including the broadening by multi-phonon pro­
cess (straight line). The insert shows oS (Iiw) as a function of the phonon energy 

rate. It shows that optical modes dominate and that the contribution from 
transverse acoustic (TA) modes are smaller. However, as discussed in [295], 
there is a difficulty in this problem due to the fact that the total Huang~Rhys 
factor S = Lj Sj increases rapidly with decreasing size (~ 1/ R3 , see Sect. 
5.2.7) and can reach values close to unity for bandgaps around 2 eV, meaning 
that multi-phonon processes become important. From this point of view, it 
is interesting to analyze the quantity S(fiw) that is the sum of all Sj with 
fiw j < fiw. Figure 5.19 shows that S(fiw) has essentially two contributions: 
one originating from low-frequency acoustic modes « 15 meV) and a smaller 
one from the highest optical modes. The first one corresponds to relaxation 
effects in the excitonic state, analyzed in Sect. 5.2.7. All this means that for 
small silicon quantum dots the direct use of (5.82) is no more valid. The way 
to handle this problem has been discussed in Sect. 5.2.4, using the fact that 
for low energy acoustic modes the coefficients Aj are negligible. The peaks 
with an intensity given by (5.82) have just to be broadened by the spectral 
function describing the coupling to acoustic modes. Since Fig. 5.19 shows 
that the acoustic modes can safely be considered as degenerate at fiw ~ 10 
meV, one can use the spectral function given by (5.72) which was obtained 
assuming that all phonon frequencies can be approximated by a single one. 

The photoluminescence spectrum obtained in this way (Fig. 5.19) is 
broad, with linewidth of the order of tens of me V for crystallites with a 
diameter of 3 nm. The broadening arises from two effects. First, the con­
finement breaks the selection rules and many phonon modes are involved 
in the transitions. Secondly, the multi-phonon coupling to acoustic modes is 
substantial. Thus the photoluminescence of single Si nanocrystals cannot be 
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made of very sharp lines as observed in III-V quantum dots. Another im­
portant result of the calculations is the relative strength of no-phonon and 
phonon-assisted transitions. These are plotted in Fig. 5.18 where one sees 
that phonon-assisted transitions dominate over the whole range of sizes. We 
also obtain that the ratio of transition rates for one-phonon acoustic Wac 

and optical processes W opt is Wopt/Wac ~ 10. Finally, we must note that 
the rates for no-phonon transitions are extremely sensitive to the presence of 
defects or disorder [295]. 

5.4.2 Intraband Transitions 

If intraband transitions in direct gap semiconductor quantum dots start to be 
well understood (Sect. 5.3.2), almost nothing is known experimentally about 
the intraband transitions in semiconductors characterized by degenerate con­
duct ion band minima such as Si or Ge (transitions within the valence band of 
Si or Ge are basically the same as in III- V or II-VI semiconductors). Here we 
summarize the results of recent tight binding calculations [144] of intraband 
transitions in Si nanocrystals doped with one electron. The electron structure 
is described in detail in Sect. 2.5.2. The quantum confinement gives S and 
P-like states in each valley but the anisotropy of the effective masses and the 
inter-valley coupling lift most of the degeneracies of the corresponding levels 
(Fig. 5.20). 

Silicon 

states [ 

Valleys x,i 

--- -------

Valleys y, y 
Of valleys z;-z 

Fig. 5.20. Optical transitions in an anisotropic Si nanocrystal with six valleys in 
the conduction band. The P levels are split due to the anisotropy of the effective 
masses and the inter-valley coupling lifts the degeneracies between x and x (resp. y 

and fi, z and z) valleys (dashed line). The optical transitions occur between states 
in the same valley or in different valleys: no-phonon transitions (straight arrow) and 
one-phonon transitions (dashed-dotted arrow) 



192 5 Optical Properties 

2 7 Il 16 

I II I I I 1111 II II III I I I I 

0.1 

0.01 

0.00 1 

0.000 1 j.--'---+---+---+----''-+- -----1'-----.j 

b) 
0.1 Transition 1 (o 7 

0.01 

0.001 

0.000 I 1=--+----'-+'-J....I--t'----'1J..Il-'-t----+-----.J 

0. 1 

0.0 1 

0.00 1 

0.0001 0 

c) 
Transition 1 to 8 

50 100 150 200 250 3C 
Energy (meV) 

Fig. 5.21. (a) Oscillator strength (straight line) calculated for a Si crystallite of 
dimensions L x = 5a, Ly = 6a = 3.3 nm and Lz = 7a where a = 5.42Ă (T 
= 4K). The calculation includes 25 electron states in the conduction band and 
8475 vibrational modes. Oscillator strength including the broadening due to multi­
phonon couplings to acoustic phonons (dashed line). Some no-phonon transitions are 
indicated (NP). (b) Contribution of the transition to the seventh level «(l11)t -t 

(211);). (e) Same for the transition to the eighth level «(111) t -t (121)t). Top: 
position of the energy levels with respect ot the ground state, the levels being 
numbered in order of increasing energy 

The optical absorption spectrum at 4K for a crystallite containing 1909 Si 
atoms is shown in Fig. 5.21. A slightly anisotropic crystallite with Lx = L-a, 
Ly = L, Lz = L+a (L = 3.3 nm) is considered because the anisotropy lifts an 
the remaining degeneracies of the levels which helps to identify the nature of 
the optical transitions. However very close results are obtained for spherical 
or cubic nanocrystals. At 4 K, the only possible initial state is the ground 
state (1 == (111);\') and phonon-assisted transitions only proceed by emission 
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of phonons (notations are defined in Sect. 2.5.2). The spectrum consists in 
series of peaks corresponding to alI possible excited states and alI phonons 
j. The energy hv of the photon in a no-phonon transition is equal to cf - Ci 
where cf (Ci) is the energy of the excited (initial) state. In the case of a 
transition with the emission of one phonon of energy hwj , hv is equal to 
C f - Ci + hwj . In contrast to direct gap semiconductors, the spectrum for 
a single crystallite is broad because there are many excited states derived 
from the six conduction band minima of Si and because a large number of 
vibrational modes are involved due to the confinement which leads to a spread 
of the wave functions in the reciprocal space. 

The optical transitions can be classified in three categories. A very inter­
est ing case corresponds to transitions within the same valley (here x) since 
they also occur in semiconductors with a single conduction band minimum. 
However, the situation is actually more complex due to the fact that there 
are two coupled equivalent minima at k and -k which for example give rise 
to two excited states (211)t and (211);. Thus the first category of transi­
tions includes those from (111)t to (211)t (1 --+ 11) or to (121)t (1 --+ 16). 
They are allowed without phonon, being the analogues of S --+ P transitions 
in direct gap semiconductor nanocrystals, with a similar efficiency (oscilla­
tor strengths larger than 0.2). In the second category, transitions like the 
one from (111)t to (211); (1 --+ 7) are totalIy unusual and original (Fig. 
5.21). They are only possible with the assistance of phonons, mainly opti­
cal ones at high energy (60-63 me V) and acoustic ones at very low energy 
(1-10) meV. These modes are mainly derived from phonons at k >=:::J ° and 
k>=:::J (±2ko, 0, O) == (±0.3(21f/a),0,0), as required by the k conservation rule 
(x --+ x and x --+ x). The efficiency of these transitions is high (oscillator 
strength of the order of 0.5), comparable to direct ones [144]. 

The third category corresponds to excited states in valleys y and z. The 
example of the transition (111)t --+ (121)t (1 --+ 8) is detailed in Fig. 5.2l. 
Because initial and final states are derived from different valleys, the transi­
tions are mainly assisted by phonons, with a main contribution from optical 
phonons at energy close to 56-60 meV. Once again, these results can be un­
derstood in terms of k conservat ion rules since the transition from valleys x 
and x at (±ko, 0, O) to valleys y and y at (O, ±ko, O) requires phonons with 
wave vectors close to (±ko, ±ko, O). The efficiency of the transitions is smaller 
than in the previous categories (oscillator strength of the order of 0.05) but 
remains substantial. 

In conclusion, these calculations show that in Si nanocrystals charged with 
electrons there are new types of intraband transitions, with no equivalence 
in direct gap semiconductors. They take place between the confined states 
in the six valleys of the conduction band. They involve phonons with wave 
vectors either at the center or at the edge of the Brillouin zone. The efficiency 
of the main no-phonon and phonon-assisted transitions is comparable to the 
one in III-V semiconductor quantum dots. 



6 Defects and Impurities 

The main objective of this chapter is to analyze the influence of the quan­
turn confinement on the electronic levels of point defects and impurities, from 
quantum wells to quantum dots. In the first two parts, we present the general 
trends for hydrogenic and deep defects. In the next sections, we consider par­
ticular situations: dangling bonds, self-trapped excitons and oxygen related 
defects at the Si-Si02 interface. 

6.1 Hydrogenic Donors 

In this section, we deal with the electronic structure of hydrogenic impu­
rities in quantum confined systems, on the basis of the envelope function 
approximation or tight binding calculations. 

6.1.1 Envelope Function Approximation 

The Case of Quantum Wells. The simplest application of the envelope 
function approximation corresponds to the isolated quantum well for single 
isotropic band extrema of the same nature in the two materials (Sect. 2.1.1). 
This occurs for the conduction band of GaAs-AlxGal_xAs systems in which 
the minimum is of r symmetry in both materials when O < x < 0.45. Fur­
thermore, the effective masses are of the same order of magnitude in the two 
materials. The well and barriers are in the GaAs and GaAIAs parts, respec­
tively. In such a situat ion the normal boundary conditions should apply and 
one has thus to solve a simple square well problem, the electron mass be­
ing replaced by the effective mass m*. The super-Iattice case is treated as a 
Kronig-Penney-type model and leads to a similar broadening of the quantum 
well levels into bands. 

The corresponding valence band problem under the same conditions is 
not as simple. As we have seen in Sect. 2.2.1, it is necessary to solve a set of 
coupled differential equations which can be more or less simplified after some 
approximations as discussed in [85, 86]. 

An interesting application concerns the behavior of hydrogenic impurities 
in quantum wells. Again the basic case concerns the isotropic band min­
imum with effective mass m *. In three dimensions, the binding energy is 
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Fig. 6.1. Binding energy 
of a donor impurity versus 
the width L of the quantum 
well expressed in inter-atomic 
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R* is the binding energy of 
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R* = m*e4 /(2n?E~)/(41fEO)2 ~ 5.8 meV in GaAs (EM is the bulk macroscopic 
dielectric constant). The same problem in two dimensions gives a bind ing en­
ergy equal to 4R*. This exact value is of interest in understanding the trends 
as a function of the quantum well thickness. The first calculation of this prob­
lem was performed variationally [359] for a quantum well bounded by two 
infinite barriers. The variational wave function was written as 

(6.1) 

where z is the direction perpendicular to the layer, Zi the impurity posi­
tion, p the in-plane distance from the impurity, and x(z) the state of the 
ground quantum well subband. As expected, the resulting ground state bind­
ing energy increases from its three dimensional (3D) value as the thickness 
decreases (Fig. 6.1). This method runs into difficulties in the small thickness 
limit where effective mass theory should not apply in the z-direction. In this 
case, it is more appropriate to perform a strict 2D application of effective 
mass theory where the variational function is taken as a product of the exact 
Bloch function at the bottom of the lowest subband times exp( -ap) [360]. 
This gives the 2D limit exactly by construction and is valid as long as the 
binding energy is smaller than inter-subband separation. Finally, the case of 
acceptor impurities is more complex and we do not discuss it here (references 
can be found in [85,86]). 

The Case of OD N anocrystals. It deserves some special consideration. 
Various effective mass models have been devised [361-368] including finite 
barrier height effects, dielectric mismatch, etc ... which prove to be successful 
especially for compound semiconductors when the Bohr radius aH is large 
enough. In the following, we shall consider situations corresponding to R « 
aH when the radius R of the crystallite is small compared to aH' In that case, 
one can use first order perturbation theory to treat the impurity potential 
since the splitting between the zeroth order states becomes large compared 
to the effect of the Coulomb potential. In that situation, the unperturbed 
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effective mass wave function is cjJ cx: sin( 7fr / R) / r and first order perturbation 
theory gives a shift in energy equal to 

(6.2) 

where V is the impurity potential energy. However it is not trivial how L1El 
relates to the binding energy. 

Indeed, contrary to 1D or 2D systems, for OD quantum dots the impurity 
bind ing energy EB(R) cannot be calculated as the energy difference between 
the hydrogenic levels and the continuum as this one does not exist in a cluster 
which has a discrete energy spectrum. Let us then ionize the hydrogenic 
impurity by taking the electron (or the hole) from the cluster with the defect 
into a cluster free of impurity but with the same size and located far away 
from the first one. In this way, the Coulomb interactions between the cluster 
electrons and the impurity extra-electron (or hole) are the same before and 
after impurity ionization and do not contribute to the binding energy. The 
electron and the impurity nucleus self-energies due to the difference of the 
dielectric constants are also identical before and after impurity ionization. 
Thus in such an ideal case, the binding energy is simply the energy difference 
between the levels of a cluster with and without impurity, i.e. EB(R) = 
-L1E1 of (6.2). As regards the ionization energy, the situation differs from 
the bulk where this one is equal to the binding energy since the conduction 
states form a continuum. In crystallites, this is no more true since the low 
lying conduction states form a discrete spectrum. In principle, ionization in 
a perfect crystallite occurs via the continuum of states above the potential 
barrier which exists at the surface, with an ionization energy Io(R). For 
the doped crystallite the ionization energy simply becomes Io(R) + EB(R). 
For an on-center impurity and a dielectric constant Eaut of the surrounding 
material equal to unity, we shall see later that the donor (or acceptor) binding 
energy defined in this way is quite large. It varies from ;:::::: 1 e V for a cluster 
diameter close to 3 nm to ;:::::: 4 e V when the diameter is close to 1 nm. Such an 
energy range is characteristic of deep levels and one cannot expect impurity 
ionization even at high temperature. However, it has been shown that the 
hydrogenic states can remain ionized because their carrier are trapped at deep 
defects [166]. For example, this could explain why the hydrogenic impurities 
are not seen in highly porous silicon where the density of dangling bond deep 
defects is large [369]. 

6.1.2 Tight Binding Self-Consistent Treatment 

We report here the calculations performed in [166,167]. The first point is that 
self-consistent screening of the impurity potential is fully calculated using the 
general technique described in Sects. 1.3.1 and 3.3.2 (in fact [166,167] make 
use of a similar but more sophisticated non-orthogonal tight binding method 
which does not, as we have checked, modify the conclusions). Figure 6.2 
gives the results obtained in this way for a donor impurity at the center of a 
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spherically symmetric silicon nanocrystal passivated by H atoms. The ratio of 
the screened potential V over the bare potential Vb follows a straight line over 
practically the whole range of values. This is fully consistent with the finding 
of Chap. 3 where we have shown that one can stiU define a local macroscopic 
dielectric constant Ein = EM, leading to the classical model of a dielectric 
sphere embedded in an homogeneous medium of dielectric constants equal to 
Ein and Eout, respectively. 

According to the considerations detailed in Sect. 3.1.3, this would result 
in a screened potential energy given by 

e2 [1 1 ( 1 1)] V(r) = -- - - - - --
47rEo Einr R Ein Eout 

when r < R. (6.3) 

We see on Fig. 6.2 that V /Vb is close to the classical expression with 
Eout = 1. Small deviations are due to charge osciUations near the surface of 
the cluster. When the impurity is not located at the center of the cluster, the 
screened potential can also be calculated [97,165] using (3.24) in Chap. 3. 

Figure 6.3 gives the binding energy EB for a donor and an acceptor im­
purity at the center of a spherical Si nanocrystal versus its radius. One gets 
pretty high values of E B even for relatively large clusters. In addition, tight 
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binding calculations [166,167] show that EB remains relatively independent 
on the impurity position (this is only true when fout « fin). The large binding 
energy and its independence on the impurity location can be easily explained 
from first-order perturbation theory, the impurity eigenstate being equal to 
the lowest eigenfunction of the cluster without impurity as given by (6.2). If 
we take for cjJ the form corresponding to the effective mass approximation, we 
get for the binding energy of a donor EB(R) = -(cjJlVlcjJ). For an on-center 
impurity, V is given by (6.3) and one gets 

EB(R) = (_1_ + 1.44) ~ . (6.4) 
fout fin 47rfOR 

Due to the relative values of the dielectric constants, one can see that 
the main contribution to EB(R) comes from the fout term when fout « fin. 

When the impurity is not at the center, V is given by (3.24). Due to the 
symmetry of the wave function cjJ, only the n = O term of the sum in (3.24) 
gives a non-zero contribution to the binding energy. This contribution due 
to the surface polarization charge does not depend on the impurity location. 
There is only a slight reduction of the contribution due to the first term in 
(3.24) but, as we have seen above, this is not the main contribution to the 
binding energy. Thus the binding energy does not vary very much with the 
impurity position when fout « fin and R « as· 

A final interesting point is that these hydrogenic impurities in nanocrys­
taIs remain ionized in the presence of compensating deep defects, like in bulk 
materials. This is case for example in porous Si where donor and acceptor 
impurities do not seem to give rise to any electron paramagnetic resonance 
spectrum whereas there is a huge signal coming from Si dangling bonds at 
the Si-Si02 interface [369]. To support this argument, we can consider the 
reaction 

(6.5) 

where the initial situation consists of a neutral donor and a neutral dangling 
bond in two different crystallites, the final one resulting from electron transfer 
between the donor and the dangling bond defect. From (6.4) in the limit 
fout « fin, electron transfer between the lowest conduction state of the two 
crystallites costs an energy equal to 

f i e2 ( 1 1) L1Ec - L1Ec + 4 R· - -d ' 
7rfOfout t 

(6.6) 

where L1Ec is the blue shift of the conduction band, Ri is the radius of the 
crystallite i and d is the distance between crystallites (i == initial, f == final). 
On the other hand, as discussed in the next section, capture of an electron 
by the dangling bond implies an energy gain L1E[ + 0.3 eV. Thus the total 
energy difference L1E between the final and initial states turns out to be 

. e2 ( 1 1) L1E = - (L1E~ + 0.3 eV ) + 4 R. - -d . 
7rfOfout t 

(6.7) 
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As shown in [166], this formula also holds true within a given crystallite 
with d = Ri' The meaning of (6.7) is obvious, since with L1E~ ~ 0.3 eV, L1E 
is likely to be negative in most cases. This means that donor states should 
remain ionized, the same reasoning holding true for deep defects other than 
dangling bonds. 

6.2 Deep Level Defects in Nanostructures 

Deep level defects are characterized by a strongly localized wave function. 
One then expects that, a few screening lengths away from the boundary, the 
wave function of the neutral defect will experience the same local potential 
as in the corresponding bulk material. This means that the neutral deep level 
it self remains invariant on an absolute scale at the same position as in the 
bulk material. It will thus not experience a confinement effect as it is the case 
for the nanostructure bandgap. Such a property has been extensively used 
to discuss the Stokes shift of ten observed between luminescence and optical 
absorption in semiconductor nanocrystals. 

However this view is too naive and cannot be directly applied to the 
so-called occupancy or ionization levels E(n + 1, n) defined as 

E(n + 1, n) = E(n + 1) - E(n) , (6.8) 

where E(n) is the total energy of the system with n electrons on the defect 
(when the corresponding charge state is stable). These ionization levels are 
the true observable quantities in capture or emission experiments. To illus­
trate the situation, we choose the basic example of a non degenerate level 
for which one can have n E {O, 1, 2} with the neutral state corresponding to 
n = 1. Then one has, if they exist, two ionization levels E(2, 1) and E(I, O) 
which correspond to the addition of an electron or a hole on the defect, re­
spectively (Fig. 6.4). Such quantities are naturalIy obtained via the resolution 
of the GW equations of Sect. 1.2.4 which also gives informat ion about the dis­
tribut ion of alI other excited quasi-particle states and especialIy the bandgap 
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Fig. 6.4. Ionization levels of a defect 
characterized by a deep level with O, 1 
or 2 electrons. The bandgap limits of 
the nanostructure are Ee and Ev 
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limits Ce and Cy of the nanostructure which are affected by the confinement 
effects. To get simple but accurate condusions we proceed as in Chap. 4 and 
split the single-partide GW equations into a bulk-like contribution and a 
surface polarization term due to the finite size of the system. The resolution 
of this problem should then proceed in three steps: 

- solve a set of single partide equations, as described in Chaps. 1 and 4, 
using ab initio or semi-empirical techniques. This will provide us with the 
single partide energies and wave functions of the system containing the 
neutral defect: Cd for the deep level, Ce and Cy for the band limits which 
will indude the confinement effect in the presence of the defect. Note that 
the presence of the defect is not likely to affect seriously the confinement 
energies since it is an effect of order l/N (N being the number of atoms) 
while the confinement effect is of order (Ns/N)" where N s is the number 
of surface atoms and the exponent v is typically between 1 and 2 (the 
confinement energy in a spherical quantum dot varies like d-" where d is 
the diameter, and Ns/N cx d-\ see Sect. 2.4) 

- add to these single partide energies a bulk contribution 8Eb calculated in 
the presence of the defect. This problem has not been solved yet. However 
one might anticipate some elements of solution on the basis of work done 
in [234]. There, one considers that the local density approximation (LDA) 
for instance correctly treats the short-range part of the self-energy. 8Eb 

is then totally determined by the long range part screened by the bulk 
dielectric constant. This would end up with the bulk 8Eb for the band 
limits and an intermediate value for the gap state. In any case 8Eb , even 
calculated exactly, would be state dependent. As shown in Chap. 4 for ideal 
crystallites, this 8Eb should not give rise to appreciable confinement effects 

- finally add the surface contributions 8Esurf. 

Following (4.38) in Chap. 4, the surface contribution 8Esurf takes the 
general form 

.!. "ul(x)ui(x') fOC ( ni _ 1 - ni ) 
7r L.J 10 CI - W - w' w - CI - W' 

1 

8Esurf (x,x',w) = 

x Im Wsurf(r, r', w') dw' , (6.9) 

with Wsurf being the contribution to (1.89) arising from the surface polariza­
tion 

Now, for a deep defect, we can obtain the shift (8cd)surf of the level by 
perturbation theory under the form 
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(6"t:d)surf = (dIJEsurf(Ed)ld), 

~ {'>O (-~d + l-,nd ) (ududllmWsurf(w')ludud)dw', 
7r lo w w 

(6.11) 

where we have used the fact that Wsurf is a macroscopic potential which will 
not mix Ud with other states, i.e. that we can restrict the sum over l in (6.9) 
to l = d only so that El cancels with w = Ed. Injecting (6.10) into (6.11) then 
gives 

(6.12) 

To go further, we must notice that there are two deep level states with 
spin t or l Only one of them is filled Of empty. Then we get two possibilities 
for (6.12) 

(6.13) 

The + sign corresponds to adding an electron in the empty level, i.e. 
JEsurf(2,1), while - sign corresponds to adding a hole in the filled level 
JEsurf(l, O). Now the expression of the statically screened potential Wsurf(w' = 
O) is given by (3.24) so that one gets 

(J) _ ±~ ~ (Ein - Eout)(n + l)(ududl rnr,n Pn(cos B)ludUd) 
Ed surf - 8 L [ ( )] R2n+l . 

7rEo n=O Ein Eout + n Ein + Eout 

(6.14) 

For a strongly localized defect at a distance d from the center large 
compared to the extension of its wave function, one has r ~ r' ~ d and 
Pn(cosB) ~ Pn(l) so that 

(J) _ ±~ ~ (Ein - Eouţ)(n + 1)d2n Pn(1) 
Ed surf - 8 L [ ( )] R2n+l . 

7rEo n=O Ein Eout + n Ein + Eout 
(6.15) 

This is calculated in Appendix C, giving from (C.1) and (C.3) 

(JEd)surf = ±~ Ein - Eout (~ + J(7], x)) , 
87rEoR Ein [Ein + Eout] ./ 

(6.16) 

where 7] = Eout!(Ein + Eoud and J(7], x) is given by (C.8) with x = d2jR2. 
This self-energy correction difIers from that of the highest occupied molecular 
orbit al (HOMO) and lowest unoccupied molecular orbit al (LUMO) states 
which were calculated in Sect. 3.5.1 and which, from (3.66), can be written 
under the form 

J: _ e2 Ein - Eout (1 (J( ))) 
uEc - +-- - + 7] , 

87rEoR Ein [Ein + Eout] 7] 

JEv = _~ Ein - Eout (~ + (J(7]))) , 
87rEoR Ein [Ein + Eout] 7] 

(6.17) 
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using the notations defined in Appendix C. (J(T/)) means that one takes the 
average over Ţ" = Ţ"' with the wave function ofthe HOMO and LUMO state. As 
we have seen before, an excellent approximation is provided by the envelope 
function approximation in which case (J(TJ)) is given by (C.lI). Thus the 
conclusion of this analysis is that the self-energy correction for the defect and 
the corresponding HOMO or LUMO differs by an amount J(TJ, x) - (J(TJ)) 
which depends on the defect position within the spherical nanocrystal. 

One problem arises with J(TJ, x) when the defect is at the surface (x -+ 1). 
Indeed, if we use expression (C.9) of Appendix C, i.e. 

x 
J(TJ, x) = 1-x - (1- TJ)ln(l- x), (6.18) 

we see that it diverges at the surface where x -+ 1. Obviously this divergence 
is unphysical and should be removed when averaging over the defect wave 
function at the interface. To get some feeling about this, let us consider the 
expansion of 1/(1 - x) arising from (6.14) or equivalently used in Appendix 
C. We can rewrite: 

1 CXJ (Ţ"Ţ"')n 
R(l- x) ~ (UdUdl ~ R2n+l Pn(cosB)ludUd) . (6.19) 

Let us, as usual, call Ţ"> and Ţ" < the larger and smaller quantities Ţ" and 
Ţ"', and consider the special case where Ţ"> = R. Then the sum in (6.19) is 
given by 

(6.20) 

This expres sion is likely to hold true if the defect wave function is strongly 
localized at the surface. In such a situation, corresponding for instance to a 
surface dangling bond, we can write 

e2 e2 

4 R(l ) = (UdUd14 I '1ludUd) = u , 
?rEO - X ?rEO r - r 

(6.21) 

where U is the defect Coulomb term. Writing U = e2 / (4?rEoXoR), the diver­
gence in 1/ (1 - x) can thus be treated simply by the substitut ion 

1 1 
---+----
1- x 1 + Xo - x 

(6.22) 

Applying this to the corrective term in ln(l - x), we can rewrite J(TJ, x) 
for a deep defect under the form 

x 
J(TJ,x) = -(l-TJ)ln(l+xo-x), 

1 + Xo - x 
(6.23) 

with x = d2/R2 and Xo = e2/(4?rEoUR). 
Let us then consider in more detail the self-energy correction for a surface 

defect. From (6.16) and (6.23), it turns out to be given by 
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(5:) _ ±! Ein - Eout 
uCd surf - [ ] 2 Ein Ein + Eout 

-:---=- + U - In . [ 
e2 (1-'T})e2 ( e2 )] 

47rEo'T}R 47rEOR 47rEORU 

(6.24) 

This means that, even for a surface defect, the self-energy is size depen­
dent. The first term e2 / (47rEo'T}R) is also contained in (6.17). At large R, the 
self-energy contribution is direct1y proportional to the defect Coulomb term 
U and is given by 

. () 1 Ein - Eout 
hm OCd surf = ±- [ ] U . 

R--+oo 2 Ein Ein + Eout 
(6.25) 

It is of great interest to combine this value to the long range contribu­
tion of the bulk defect self-energy which we write (Ocd)b,LR. As discussed at 
the beginning of this section (see also Appendix C and Sect. 4.4), the bulk 
self-energy can be divided into a short-range metallic like component well 
described in local density approximation, and a long-range one screened by 
Ein. One thus directly obtains 

1 U 
(Ocd)b,LR ~ ±- - . (6.26) 

2 Ein 

Combining (6.25) and (6.26) gives a totallong-range contribution 

(6.27) 

which corresponds, as could be guessed, to the self-energy calculated with the 
average dielectric constant. Note that exactly the same result is obtained, as 
it must be, when applying directly similar arguments to the planar interface 
between the two materials with the use of conventional image charge theory. 

The final very important point of this section is to know if similar results 
can be obtained directly from a self-consistent LDA calculation. For this we 
use an argument similar to the one used in Sect. 4.4.1 and detailed in [234]. As 
noted there the ionization level c(n + 1, n) can be calculated to lowest order 
(equivalent to linear screening) by using Slater's transition state as Cd (n + 
1/2), i.e. the defect level calculated with 1/2 excess electron. This corresponds 
to a bare perturbation IUd(r)12/2 which should be screened. Using linear 
screening theory one directly gets 

Ocd = ~(UdUdIW(r, r')ludud) , (6.28) 

with 

W(r r ' ) = JE-1(r r") e2 dr" 
, 'Ir"-r'l' (6.29) 

where el is the inverse dielectric constant in the limit of static screening. 
One can, as before, separate the long range component which then exactly 
leads to (6.27) since both methods use static screening for the long-range 
component. 
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6.3 Surface Defects: Si Dangling Bonds 

In silicon, dangling bonds correspond to coordination defects in which a sili­
con atom has only three equivalent covalent bonds (Fig. 6.5). The best known 
case is the Pb center at the Si(111)- Si02 interface. Such defects are also ex­
pected to occur at the surface of crystallites as was indeed demonstrated by 
electron paramagnetic resonance studies of porous silicon [369,370]. In this 
section, we first review the information on silicon dangling bonds in various 
situations and then extend these results to describe dangling bonds at the 
interface of crystallites with their embedding medium like Si02 . 

-U 

Si 

Si 

Fig. 6.5. Axial displacement of the 
tri-coordinated Si atom 

6.3.1 Review of the Properties of Si Dangling Bonds 

Let us first shortly recall the basic physical properties of dangling bonds. The 
simplest description comes from a tight binding picture based on an atomic 
basis consisting of sp3 hybrid orbitals. The properties of the bulk material are 
dominated by the coupling between pairs of Sp3 hybrids involved in the same 
nearest neighbor's bond. This leads to bonding and anti-bonding states which 
are then broadened by weaker inter-bond interactions to give, respectively, 
the valence and conduction bands. In the bonding- anti-bonding picture, the 
rupture of a bond leaves an uncoupled or dangling sp3 orbit al whose energy 
is midway between the bonding and anti-bonding states. When one allows for 
inter-bond coupling, this results in a dangling bond state whose energy falls 
in the gap region and whose wave function is no longer of pure Sp3 character, 
but is somewhat delocalized along the back-bonds. 

Experimentally this isolated dangling bond situation is best realized for 
the Pb center, i.e. the tri-coordinated Si atom at the Si-Si02 interface [371-
375] but it can also occur in amorphous silicon [376,377] as well as in grain 
boundaries or dislocations. It has been identified mainly through electron spin 
resonance (ESR) [371], deep level transient spectroscopy (DLTS) [373] and 
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capacitance measurements versus frequency and optical experiments [376, 
378]. The following picture emerges: 

- the isolated dangling bond can exist in three charge states: positive D+, 
neutral DO, and negative D-. These states correspond to zero, one, and 
two electrons in the dangling bond level, respectively 

- the effective Coulomb term Ueff, Le., the difference in energy between the 
acceptor and donor levels, ranges from ~ 0.2-0.3 eV in a-Si [376] to about 
0.6 eV at the Si-Si02 interface [373]. 

The ESR measurements give informat ion on the paramagnetic state DO 
through the g tensor and the hyperfine interaction. Their interpretation in­
dicates that the effective s electron population on the trivalent atom is 7.6% 
and the p one 59.4 %, which corresponds to a localizat ion of the dangling 
bond state on this atom amounting to 67% and an s to p ratio of 13% instead 
of 25% in a pure Sp3 hybrid. This last feature shows a tendency towards a 
planar Sp2 hybridization. 

Several calculations have been devoted to the isolated dangling bond. 
However, only two of them have dealt with the tri-coordinated silicon atom 
embedded in an infinite system other than a Bethe lattice. The first one 
is a self-consistent LDA calculat ion [379] which concludes that the purely 
electronic value of the Coulomb term (Le., in the absence of atomic relaxation) 
is U ~ 0.5 eV. The second one is a tight binding Green's function treatment 
in which the dangling bond levels are calculated by imposing local neutrality 
on the tri-coordinated silicon [279]. In this way the donor and acceptor levels 
are respectively c(1,0) = 0.05 eV and c(2,1) = 0.7 eV. Their difference 
corresponds to U = 0.65 eV, which is in good agreement with the LDA 
results. Both values correspond to a dangling in a bulk system and can be 
understood simply in the following way: the purely intra-atomic Coulomb 
term is about 12 eV for a Si atom; it is first reduced by a factor of 2 since the 
dangling bond state is only localized at 70% on the trivalent atom; finally, 
dielectric screening reduces it by a further factor of E ~ 10. The final result 6/ E 

gives the order of magnitude 0.6 eV. At the Si-Si02 interface, however, the 
situat ion becomes different because screening is less efficient. A very simple 
argument leads to the replacement of E by (E + 1) /2 so that the electronic 
Coulomb term for the Pb center should be twice the previous value, Le., 
U ~ 1.2 eV. Such a simple estimat ion is fully confirmed by the detailed 
analyzes of the previous section. 

An extremely important issue is the electron-lattice interaction. There 
is no reason for this tri-coordinated atom to keep its tetrahedral position 
(Fig. 6.5). A very simple tight binding model [380] shows that this atom 
does indeed experience an axial force that depends on the population of the 
dangling bond state. This is confirmed by more sophisticated calculations 
[379]. The net result is that, when the dangling bond state is empty (D+) 
then the trivalent atom tends to be in the plane of its three neighbors (inter­
bond angle 120°). On the other hand, when it is completely filled (D-), it 
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moves away to achieve a configurat ion with bond angles smaller than 109° as 
for pentavalent atoms. Finally, the situat ion for DO is obviously intermediate 
with a slight mot ion towards the plane of its neighbors. 

For the three charge states D+, DO, and D-, corresponding to occupation 
numbers n = 0,1, and 2, respectively, one can then write the total energy in 
the form 

1 1 
E(n, u) = nEo + 2Un2 - F(n)u + 2ku2 , (6.30) 

where u is the outward axial displacement of the tri-coordinated atom (Fig. 
6.5), F(n) the occupation dependent force, U the electron-electron inter­
action, and k the corresponding spring constant which should show little 
sensitivity to n. We linearize F(n) 

F( n) = Fo + F1 (n - 1) , (6.31) 

and mini mize E(n, u) with respect to u to get Emin(n). The first order deriva­
tive of Emin(n) at n = 1/2 and n = 3/2 gives the levels s(l, O) and s(2, 1). 
The second order derivative gives the effective correlation energy 

F 2 

Ueff = U - -t . (6.32) 

Theoretical estimates [379,380] give F1 ~ 1.6 eV A-l and k ~ 4 eV A-2 
[381] so that F'f /k is of the order of 0.65 eV. This has strong implications for 
the dangling bond in a-Si where Ueff becomes slightly negative as conduded 
in [379] but this result should be sensitive to the local environment. On the 
other hand, with U ~ 1.2 eV, the P b center at the Si-Si02 interface would 
correspond to Ueff ~ 0.6 eV, in good agreement with experiments. 

6.3.2 Si Dangling Bonds at the Surface of Crystallites 

From the analysis of the experimental data discussed above, the description 
which emerges for the P b center at the Si-Si02 interface is summarized in 
Fig. 6.6. The two dangling bond occupancy levels s(2, 1) and s(l, O) are sym­
metrical with respect to the silicon bandgap. Both ionization energies (to the 
conduction or valence band) are equal to 0.3 eV. In both cases, the atomic 
relaxat ion energies are equal to the same value 0.3 eV. 

One can wonder how these properties transfer to the surface dangling 
bond of a nanocrystal embedded in Si02 • The answer comes from the de­
tailed analyzes performed in Sect. 6.2. One can first express the quantum 
confinement L1sc of the LUMO, the situation for the HOMO being symmet­
ric. We have 

e2 Ein - Eout (1 (( ))) L1sc = L1sc,o + -- - + J 1] , 
87rEoR Ein [Ein + Eout] 1] 

(6.33) 

where L1sc,o corresponds to the value obtained from a single-partide treat­
ment of the neutral duster and the last terms represent the surface polariza­
tion contribution from (6.17). Similarly the shift L1sd of the dangling bond 
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--

Bulk Si 
Si nallocrystal 

Fig. 6.6. Energy levels of 
the P b center at the Si-Si02 
interface and of the dangling 
bond at the surface of a Si 
nanocrystal embedded in 
Si02 

ionization level c(2, 1) with respect to the planar interface is given by (6.24) 
to (6.27) 

LlEd = _e_ fin - faut __ (1 _ TI) In e . 2 [1 (2 )] 
87rfOR fin [fin + faut] TI 47rfORU 

(6.34) 

For Si clusters embedded in Si02 we are in a situation where TI = 
faut!(fin + faut) --+ O. From (3.67) and (3.68), as well as Appendix e, we 
get in this limit 

A A e2 {_1 __ ~ + 0.94 fin - faut }, 
LlEc = LlEc O + -8 R [] 

, 7rfo faut fin fin fin + faut 
(6.35) 

while for LlEd we get 

LlEd = ~ {_1 __ ~ _ fin - faut 1 ( e2 
) } 

87rfOR fout fin fin [fin + faut] n 47rfORU . 
(6.36) 

The evolution of LlEc - LlEc,o and LlEd with size is shown in Fig. 6.7. We 
see that the self-energy shifts tend to be of the same order of magnitude. 

Finally, the situation for the HOMO and for the ionization level E(l, O) 
being symmetric to the previous one, the self-energy shifts have the same 
expression but the opposite sign (Fig. 6.6). 

6.3.3 Dangling Bond Defects 
in III-V and II-VI Semiconductor Nanocrystals 

It is believed that the surface of colloidal nanocrystals play an important role 
in carrier relaxat ion and recombination processes [382-385] but a complete 
experimental understanding of the nature and quantitative role of surface 
effects is not yet available. The importance of deep trap states is clearly 
evidenced in nanocrystals with unpassivated surface [383-385]. Thus, to im­
prove the yield of the luminescence, various passivation processes have been 
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Fig. 6.7. Continuous line: shift .dEc - .dEc,o of the LUMO due to the surface 
polarization in a Si crystallite with respect to its radius. Dashed line: shift .dEd of 
the dangling bond ionization level E(2, 1) with respect to the planar interface. The 
situation for the LUMO and for the ionization level E(I, O) being symmetric, the 
shifts have the opposite sign 

explored. For example, CdSe nanocrystals are typically passivated by ligand 
molecules includ ing TOPO (tri-n-octylphosphine oxide) [386,387], TOPSE 
(tri-n-octylphosphine selenide) [386], amines, thiolates, and nitriles [388-
391]. The ligands also stabilize the surface and prevent an aggregation of 
the nanocrystals. Another approach is to overcoat the nanocrystal by an in­
organic shell with a higher bandgap, giving rise to so-called core-shell systems 
[390-395]. 

In the case of CdSe nanocrystals, the organic ligands bond mainly to 
the surface Cd atoms whereas the surface Se atoms are of ten unsaturated 
[387,396]. This is confirmed by theoretical works showing that saturation 
with oxygen ligands (e.g. TOPO) removes Cd dangling bond states from the 
bandgap region, whereas it leaves Se dangling bond states unpassivated, in­
troducing hole traps in the bandgap [397]. However, it has been also predicted 
that the surface relaxation removes the Se surface states from the gap region 
[398]. Indeed, the surface Se atoms are displaced out of the surface, increasing 
the bond angles and the s character of the surface states. These states shift to 
lower energy and come in resonance with valence states. Recent experimental 
results also show that the surface stoichiometry could play an important role 
in the passivation of surface states [399]. 

Experimentally, the surface of nanocrystals has been mainly investigated 
by X-ray photo-electron spectroscopy for CdS [400,401], ZnS [402], CdSe 
[387,403] and InAs [404]. 

Another system of particular interest concerns the colloidal InP nanocrys­
taIs. Indeed, surface states associated with In and P dangling bonds have 
been suggested by pseudopotential calculations [405]. On the experimental 
side, optically detected magnetic resonance and electron paramagnetic res­
onance studies show the existence of surface traps attributed to P surface 
vacancies [406,407]. 
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6.4 Surface Defects: Self-Trapped Excitons 

A puzzling problem concerning the optical properties of semiconductor nanos­
tructures is that there is sometimes a large difference between luminescence 
energies and optical absorption energies. For example, in oxidized porous sil­
icon, there is a huge Stokes shift (~ 1 eV for a crystallite diameter ~ 1.5 
nm [408]), much larger than predicted values « 100 me V, see Sect. 5.2.7). 
In fact, as shown in [408], optical absorption energy gaps are in agreement 
with calculated values for crystallites. Only the luminescence energies differ 
greatly and, for small crystallites, are practically independent of the size. 
Such behaviors are more consistent with the existence of deep luminescent 
centers. The problem is that little is known regarding their nature and ori­
gin. We discuss here the possibility investigated in [409] of the existence of 
intrinsic localized states which might behave as luminescent systems. Such 
states correspond to self-trapped excitons and are stabilized because of the 
widening of the gap induced by the confinement. This possibility is not re­
stricted to the case of silicon crystallites but is likely to be valid for all types 
of semiconductor crystallites. 

To illustrate the physical basis of such self-trapped excitons let us consider 
an isolated single covalent bond characterized by a a bonding state filled with 
two electrons and an empty a* anti-bonding state. The origin of the binding 
is the gain in energy resulting from having the two electrons in the lower 
bonding state. Optical absorption in this system leads to the excitation of 
One electron in the a* state. In such a case there is essentially no binding 
and the repulsive force between the atoms dominates so that the molecule 
eventually dissociates. If, on the other hand, the molecule is embedded in 
an elastic medium then it cannot dissociate but One ends up with a large 
distance between the constituent atoms and a reduced separation between 
the a and a* states. The resulting luminescence energy is thus much smaller 
than the optical absorption energy, corresponding to a Stokes shift of the 
order of the binding energy, i.e. ~ 1 eV. 

The applicability of this model to a nanocrystal essentially depends On the 
possibility of localizing the electron-hole excitation On a particular covalent 
bond, i.e. of creat ing a self-trapped exciton. For this, One must be able to 
draw a configurat ion coordinate diagram like the One shown in Fig. 6.8 where 
the configuration coordinate Q corresponds to the stretching of the covalent 
bond (the notion of configurat ion coordinate diagram is explained in Sect. 
5.2.3). For small Q, the ground and first excited states are delocalized over 
the crystallite and show a normal parabolic behavior. However, for Q larger 
than a critical value Qc, the system localizes the electron-hole pair On One 
particular single bond, leading to a larger bond length Qe and a smaller 
luminescence energy. This self-trapped state can be stable or metastable. An 
interesting point is that it may exist only for small enough crystallites, in 
view of the important blue shift as pictured in Fig. 6.8. Such a self-trapped 
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Q 

Fig. 6.8. Schematic configurat ion co­
ordinate diagram showing the energies 
of the ground state (G), the free exci­
ton state (E) and the self-trapped exci­
ton state (STE). The curve (Eoo) corre­
sponds to a very large crystallite with 
no blue shift, showing that the STE 
state might not exist for very large crys­
tallites 

exciton is likely to be favored at surfaces of crystallites where the elastic 
response of the environment is weaker than in the bulk. 

In [409], two different techniques have been used for the calculations. 
The first one is a total energy semi-empirical tight binding technique which 
alIows the treatment of relatively large crystallites (;::::;;: 180 atoms). The second 
one is based on an ab initio technique in the local density approximation 
(LDA) which has already been applied to silicon clusters [128] (Sect. 2.2.3). 
Because of computation limits, the clusters studied in LDA are restricted 
to a maximum of ;::::;;: 30 Si atoms which is not a severe restriction since we 
are interested in localized surface states. With the two techniques, the total 
energy is minimized with respect to alI the atom positions to get the stable 
atomic configuration for the ground and first excited states. Only spherical 
crystallites centered on a silicon atom with the dangling bonds saturated by 
hydrogen atoms are considered. When needed, one surface dimer is created 
by removing the two closest hydrogen atoms of the second neighbor silicon 
atoms at the surface (see schematic side views in Fig. 6.9). We present here 
the results for two crystallites: one with 29 silicon and 36 saturating hydrogen 
atoms (diameter = 1 nm, tight binding energy gap = 3.4 eV, LDA gap = 3.5 
e V) where tight binding and LDA techniques predict similar behavior. Then 
one can use with confidence tight binding for a much bigger crystallites (123 
silicon atoms, 1.7 nm, tight binding gap = 2.63 eV). 

If one first minimizes the total energy of excited crystallites start ing from 
the atomic positions corresponding to the ground state situation, one obtains 
for very small crystallites « 100 atoms) that the system in its excited state 
relaxes in highly distorted configurations with low symmetry. But, for large 
enough crystallites, the exciton remains delocalized, and there is a small 
lattice relaxation as discussed in Sect. 5.2.7. The situation gets different when 
considering the case of Si-H surface bonds. One finds that it is possible to 
trap an exciton when these are sufficiently stretched. Then the minimum of 
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Fig. 6.9. Total energy (e = tight binding, o = LDA) of a spherical crystallite with 
29 Si atoms in the ground state and in the excitonic state as a function of the dimer 
inter-atomic distance d (a = 0.54 nm). Schematic side views of the cluster surface 
dimer in the ground (G) and in the self-trapped state (STE) are also shown 

energy corresponds to the broken bond, i.e. to hydrogen desorption. In the 
same spirit, one can get SiH3 desorption by breaking the Si-Si back-bond in 
a process similar to polysilanes [410]. 

A more interesting situation is obtained when stretching the Si-Si bond 
of a surface dimer. Then the stable atomic configurat ion for the excited state 
corresponds to the surface Si atoms returned to their original lattice sites 
(Fig. 6.9). The electron and the hole are localized on the weakly interacting 
Si dangling bonds (second nearest neighbors) which form bonding and anti­
bonding states separated by 0.72 e V in the tight binding calculat ion for the 1 
nm crystallite (0.80 eV in LDA). Figure 6.9 fully corresponds to the general 
schematic picture of Fig. 6.8. As expected for a localized state, the self­
trapped exciton bandgap only slightly depends on the crystallite size with a 
value of 0.52 eV for the 1.7 nm crystallite. We see in Fig. 6.10 that for this 
larger crystallite the self-trapped exciton becomes metastable because the free 
exciton bandgap has decreased in energy. Figure 6.10 also gives the radiative 
lifetime in the excited state. In the free exciton state (E), the lifetime is long 
because of the indirect nature of the silicon bandgap (Sect. 5.4). Increasing 
the dimer bond length, the lifetime in the self-trapped state first decreases 
because the localization of the exciton on one bond relaxes the selection rules. 
Finally, the lifetime increases because the optical matrix element between the 
two silicon atoms of the dimer decreases with the bond length. From this, one 
can conclude that light emission is possible in the self-trapped state. At high 
temperature, the recombination could be at some intermediate coordinate Q 
with a smaller lifetime and a larger emission energy. More details concerning 
the calculation can be found in [409]. 
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Fig. 6.10. Total energy of a spherical crystallite with 123 silicon atoms (diameter 
= 1.67 nm) in the ground state (o) and in the excitonic state (.) as a function of the 
dimer inter-atomic distance d (a = 0.54 nm). The crosses represent the radiative 
lifetime in the excitonic state 

General statements about the conditions favoring the existence of such 
self-trapped states for a given bond are the following: 

- the elastic response of the environment must be as weak as possible, which 
is best realized near surfaces 

- the size of the nanocrystal must be small, favoring a large blue shift and 
the stabilizat ion of locally distorted excited states 

- the capture of the exciton must allow the release of local stresses. This is 
the case of the Si-Si dimer where the stresses correspond to the bending of 
the back-bonds in the free exciton state. Such self-trapped states are likely 
to be metastable in most cases. The question then arises if and how they 
can be excited. One answer is provided by the well documented example 
of the EL2 defect in GaAIAs which can be optically excited with a long 
lifetime [411]. 

In conclusion of this section, total energy calculations demonstrate the 
existence of self-trapped excitons at some surface bonds of Si crystallites. 
These give a luminescence energy almost independent of size and can explain 
the Stokes shift observed for small crystallites. On the experimental side, 
self-trapped excitons have been invoked in Si- Si02 multi-Iayers [412] and in 
small Si particles [413, 414]. Such self-trapped excitons are not specific to Si 
nanostructures but should also manifest themselves in crystallites obtained 
from other semiconductors. 
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6.5 Oxygen Related Defects at Si-Si02 Interfaces 

We present here another possible interpretation of the huge Stokes shift in 
porous Si discussed in the previous section. This comes from a combined 
experimental and theoretical study [248] concluding about the important 
role of Si=O bonds which act as surface deep defects. We briefly summarize 
here the essential results of this work. 

Let us first examine the experimental data. Figure 6.11a shows the pho­
toluminescence (PL) spectra of 5 types of oxygen-free porous silicon samples 
with different porosities. Red, orange, yellow, green and blue spectra, in in­
creasing order of porosity, are obtained and measured for samples kept under 
Ar environment. The PL intensity increases by several orders of magnitude 
as the PL wavelength changes from the red to the yellow, consistent with 
the quantum confinement model. Figure 6.11b shows how the spectra are 
modified after the samples have been exposed to air for 24 hours. Two major 
trends are observed. The PL from the samples emitting in the blue to orange 
region is red shifted, and the PL intensities decrease. The magnitude of the 
red shift increases with increasing porosities, ranging from 60 meV for the 
orange sample up to 1 e V for the blue sample. The PL peak saturates near 
2.1 eV for the green and blue samples. Investigation of the PL in different 
gas environments shows that a large red shift is observed as soon as the sam­
ples are transferred from Ar to a pure oxygen atmosphere. In contrast, no 
red shift at aU is detected when the samples are kept in pure hydrogen or in 
vacuum. Thus a natural hypothesis is that the large red shift is related to 
surface passivation, and probably the presence of oxygen. 
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Fig. 6_11. Room temperature photoluminescence spectra from porous silicon sam­
ples with different porosities, kept under Ar atmosphere (a) and after exposure to 
air (b) (from [248]) 
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Fig. 6.12. Evolution of FTIR transmission speetra (a) and photolumineseenee red 
shift (b), of a blue- green sample as a fu net ion of time exposed to air (from [248]) 

To test this hypothesis, the evolution of the chemical coverage of an Ar­
stored sample as it was exposed to air was studied by Fourier transform 
infrared spectroscopy (FTIR). Figure 6.12a shows transmission spectra of a 
blue- green sample before (t = O) and after exposure to air (t > O). The 
spectrum of the fresh sample shows strong absorption bands near 2100 cm- 1 

and 664 cm-l, associated with the stretching and deformation of SiRx (x = 
1 - 3), and no sign of an oxygen peak, which confirms that the samples 
stored in Ar were well passivated by hydrogen and free of oxygen. As fast as 
3 minutes after exposure to air, a Si- O- Si feature at 1070 cm -1 appears and 
gradually becomes dominant. In addition, after 100 minutes, a new peak is 
observed at 850 cm- 1 related Si-O-R. The SiHx peaks at 2100 cm- 1 decrease 
progressively with time and disappear after 24 hours. No significant change 
in the Si-O-Si and Si-O- R peaks are observed, indicating stabilizat ion of the 
chemical coverage. As the surface passivation is gradually changing, the PL is 
red shifted. Figure 6.12b shows the progressive red shift of the PL with time. 
Most of it is obtained in the first few minutes of exposure, and stabilization 
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is achieved after aging for 200 minutes. This result correlates weU with the 
change of the surface passivation. 

AU these results suggest that the electron- hole recombination in oxidized 
samples occurs via carriers trapped in oxygen-related localized states that 
are stabilized by the widening of the gap induced by quantum confinement. 
This is confirmed by electronic structure calculations performed for various 
situations involving oxygen atoms at the surface of Si clusters [248]. As ex­
pected in view of the large offset between bulk Si02 and Si (:::::: 4 eV), normal 
Si- O-Si bonds do not produce any localized gap state. Similar results are 
obtained for Si- O- H bonds. But, when nanocrystalline Si is oxidized and a 
Si- O- Si layer is formed on the surface, the Si- Si or Si- O- Si bonds are likely 
to weaken or break in many places because of the large lattice mismatch 
at the Si- Si02 interface [415]. Several mechanisms can act to passivate the 
dangling bonds [416] but a Si=O double bond is likely to be formed and sta­
bilize the interface, since it requires neither a large deformat ion energy nor 
an excess element. It would also terminate two dangling bonds. Such bonds 
have been suggested at the Si- Si02 interface [416]. The electronic structure 
of Si clusters with one Si=O bond (the other dangling bonds being saturated 
by hydrogen atoms) has thus been calculated as a function of the cluster size 
using a self-consistent tight binding method (for details see [248]). 

The calculated electronic states in oxidized Si nanocrystals are presented 
in Fig. 6.13 which shows that the recombination mechanism depends on both 
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Fig_ 6.13. Electronic states in Si nanoerystals as a fu net ion of size and surfaee 
passivation. The electron state is a p-state loealized on the Si atom of the Si=O 
bond and the hole state is a p-state on the oxygen atom (from [248]) 
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surface passivation and nanocrystal size. The model suggests that when a Si 
cluster is passivated by hydrogen, recombination is via free exciton states for 
alI sizes. The PL energy is equal to the free exciton bandgap and folIows the 
quantum confinement model. However, if the Si nanocrystal is passivated by 
oxygen, an electronic state (trapped exciton) stabilizes on the Si=O cova­
lent bond. The electron state is a p-state, localized on the Si atom, and the 
hole state is a p-state localized on the oxygen atom. For oxygen-passivated 
clusters, three different recombination mechanisms are suggested, depending 
on the size of the cluster. Each zone in Fig. 6.13 corresponds to a different 
mechanism. In zone 1, recombination is via free excitons. As the cluster size 
decreases, the PL energy increases, exactly as predicted by quantum confine­
ment. There is no red shift whether the surface terminat ion is hydrogen or 
oxygen, since the bandgap is not wide enough to stabilize the Si=O surface 
state. In zone II recombination involves a trapped electron and a free hole. 
As the size decreases, the PL emission energy stays constant, and there is a 
large PL red shift when the nanocrystal surface is oxidized. 

In order to compare quantitatively the calculations with experimental re­
sults, it is necessary to evaluate the nanocrystal size. In ultra high porosity 
samples, the crystallites are very small (::; 2 nm) and there is no obvious 
way to measure their size reliably. If one accepts that the PL in porous sili­
con stored under an Ar atmosphere is due to re combinat ion via free excitonic 
states, the PL energy itself can be used to deduce the average size. Therefore, 
one can equate the calculated excitonic bandgap and the peak PL energy to 
obtain the size of the nanocrystals in each porous silicon sample. Figure 6.14 
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Fig. 6.14. Comparison between experimental and theoretical results as a function 
of crystallite sizes. The upper line is the calculated free exciton bandgap and the 
lower line the calculated lowest transition energy in the presence of a Si=O bond. 
The full and open dots are the peak PL energies obtained from Fig. 6.11a and Fig. 
6.11b, respectively (Â: in Ar; 6: in air). In zone 1, the PL peak energies are identical 
whether the samples have been exposed to oxygen OI not (adapted from [248]) 
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presents the experimental PL (measured in Ar and air), and the calculated 
PL (free exciton energy and lowest transition energy for a nanocrystal with 
a Si=O bond) as a function of nanocrystal sizes. The agreement between 
experiments and theory is good, despite the simplicity of the model. The 
magnitude of the measured red shift is as calculated in the model. In ad­
dition, the experimental and theoretical PL decay lifetimes have the same 
order of magnitude and show similar trends. Therefore the model proposed 
for the electronic states and the luminescence of porous silicon quantum dots 
explains the experimental data. Note finally that these calculations have been 
basically confirmed by density functional and quantum Monte Cario calcula­
tions [417]. 



7 Non-radiative and Relaxation Processes 

This chapter deals with the importance of non-radiative processes which can 
severely limit the luminescence properties of nanocrystals. We give two de­
tailed examples of such processes: multi-phonon capture at surface point de­
fects and Auger recombination of electron-hole pairs. Both are known to 
play a central role not only for silicon but also III-V and II-VI semicon­
ductor nanocrystals embedded in different types of matrices. As a typical 
example of surface point defect, we choose the dangling bond for silicon crys­
tallites in a Si02 matrix. The reason is that the properties of such defects at 
the planar Si-Si02 interface are well-known. Extrapolation of these results 
shows that one dangling bond is enough to kill the luminescence of the crys­
tallites. In the second part, we describe a calculation of a phonon assisted 
Auger recombination process. This turns out to be efficient, in the nanosec­
ond to 10 picosecond range for small crystallites, which is shown to explain 
several experimental observations on nanostructures. Finally, we concentrate 
on hot carrier relaxation processes. We first discuss the predicted existence of 
a phonon bottleneck for small crystallites which is an intrinsic effect limiting 
their optical properties. We end up this section by reviewing different pro­
cesses which can overcome this limitation, again based essentially on Auger 
processes or capture on point defects followed by re-emission. 

7.1 Multi-phonon Capture at Point Defects 

As for bulk semiconductors, carrier capture at deep level defects can occur 
via a multi-phonon mechanism. One of the best documented cases is the P b 

center, or dangling bond, known to occur at the planar Si-Si02 interface 
[371-375]. For obvious reasons, this coordination defect is also likely to occur 
at the surface of silicon crystallites embedded in a Si02 matrix. This has 
been demonstrated experimentally in [369,370] and we thus choose this case 
as a typical example. The derivat ion of this section follows closely the work 
detailed in [222]. 

The aim here is to estimate the probability per unit time that an electron­
hole pair created in a silicon crystallite recombines on one dangling bond at 
the surface of the crystallite. This probability is related to the probabilities 
W that an electron and a hole in delocalized states are captured in the 
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localized defect states. W is related to the capture coefficient e by e = ilW 
[418] where il is the nanocrystal volume. The validity of the relation e = 
ilW is discussed in the appendix of [222]. A theoretical estimate of e is a 
difficult task [419]. However, one can reasonably suppose that the physics 
of the capture in a crystallite is not very different from the capture at the 
planar Si-Si02 interface provided that the crystallite is not too small. For 
example, electron paramagnetic resonance experiments show that dangling 
bond states in porous silicon are very close to the (111) surface dangling 
bonds Pb [369,370]. In the following, instead of using e, we follow the common 
procedure and introduce the capture cross section defined as a = e/Vth, where 
Vth is the average thermal velocity approximately equal to J8kT/(7rm*), m* 

being the effective mass of the trapped carrier [418]. 
The situation we discuss now corresponds to a crystallite with an electron­

hole pair and a neutral dangling bond at the surface. The electron-hole re­
combinat ion on the dangling bond can be seen as a two step process: first a 
carrier is captured by the neutral dangling bond and then the second carrier 
is captured by the charged dangling bond. Cross sections corresponding to 
the capture of an electron or a hole by a neutral silicon dangling bond at the 
planar Si-Si02 interface are measured in the 10-14_10-15 cm2 range at 170K 
[419]. Cross sections for a capture by a charged dangling bond are not known 
experimentally. Therefore we first concentrate on the capture of a carrier on 
a neutral dangling bond. We start by considering a simple classical model 
corresponding to the configurat ion coordinate diagram of Fig. 7.1 where the 
electron-Iattice coupling is dominated by one locallattice coordinate Q (for 
details on configuration coordinate diagrams, see Sect. 5.2.3). In this case, 
capture of the carrier from the initial state i' into the final state f occurs 
with thermal activation over the barrier Eb [420]leading to 

a oc exp ( - :;) , (7.1) 

the barrier height being given by 

E _ (Eb - dFC)2 

b - 4dFC ' (7.2) 

where Eb is the ionization energy of the defect and dFC is the Franck-Condon 
shift equal to the energy gain due to lattice relaxat ion after capture. As 
defined in Sect. 5.2.3, dFc is related to the phonon energy fiw by dFc = 8fiw 
where 8 is the Huang-Rhys factor. It can be shown (in the following and also 
see Sect. 5.2.4) that (7.2) is valid only under restrictive conditions which are 
fulfilled in the case of the dangling bond at the planar Si-Si02 interface [418]: 
strong electron-phonon coupling (8)> 1), high temperature and Ea ~ dFC . 

The fact that the Franck-Condon shift is close to the ionization energy at the 
planar Si-Si02 interface (Eb ~ O, i.e. a negligible barrier) explains why the 
cross section is weakly thermally activated [419]. This situation is summarized 
on the configurat ion coordinate diagram of Fig. 7.1 which is qualitatively valid 
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Fig. 7.1. Configurat ion coordinate diagram representing the variation of the total 
energy versus the atomic displacement for two charge states of the defect (initial (i), 
final (f)). Two initial states are indicated, one (i) at the planar Si~Si02 interface 
(ionization energy Eo) and the other (i') in a silicon crystallite (ionization energy 
Eb = Eo + iJE). The situation in bulk silicon corresponds to a negligible barrier 
for the capture. In crystallites, the increase in ionization energy creates a barrier 
Eb for the recombination 

both for the capture of a hole or an electron by a dangling bond (energies 
are quite similar for the two processes [419]). 

For reasons discussed in detail in Sect. 6.3, the excitat ion energy for dan­
gling bonds in silicon crystallites embedded in Si02 differs from its value Eo 
at the planar Si~Si02 interface. As shown in this section, the difference is 
dominated by the confinement energy .t1.E, i.e. the excitation energy in crys­
tallites (difference between the minima of (i') and (1) in Fig. 7.1) becomes 
Eb = Eo + .t1.E. The shift is not the same for the hole and for the electron. 
On the contrary, the Franck~Condon shift is unaffected by the confinement 
because it only depends on the local atomic relaxation. 

From (7.1) we thus expect that the cross section will behave as CT ~ 
CTo exp( -.t1.E/kT) and will exhibit a strong decrease with the confinement. 
But to estimate this change, (7.1) is no longer valid because the condition 
Eb ~ dFc is not verified anymore when .t1.E is important (since Eo ~ dFC)' 
We are also interested in the dependence of the cross section over a wide 
range of temperatures for which (7.1) is not accurate enough. To improve on 
this, one can make use of an analytic formulat ion of the capture coeflicient 
which remains valid over the whole temperature range, any ionization energy 
and any strength of the coupling between the lattice and the defect [418]. 

The full treatment proceeds in the same manner as in Sects. 5.2.3 and 
5.2.4 for the determination of the phonon line-shape of optical transitions. 
There is however a major difference due to the fact that the transition matrix 
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element is not purely electronic as for optical transitions but is now due to 
the electron-phonon coupling. The capture coefficient is again given by the 
Fermi golden mIe 

c = nw = 2~n LP(i',n') [L I(Wil,nllhe-phlwf,nWo(Eil,nl - Ef,n)] , 
i',n' I,n 

(7.3) 

with the same notations as in Sects. 5.2.3 and 5.2.4, i.e. Wi',nl and wf,n are 
Born-Oppenheimer products corresponding to the initial (i') and final (J) 
states of Fig. 7.1 with respective phonon states n' and n. One can notice 
that W corresponds to the optical line-shape at zero frequency except that 
the optical matrix element is replaced by the element of the electron-phonon 
interaction he-ph which is linear in the phonon coordinates. Apart from this, 
one can then follow the same derivat ion as in Sect. 5.2.4 or the formulation 
of [418] in terms of the Fourier transform of the line-shape function. The 
capture coefficient c can thus be written as coR where Co is a coefficient 
whose dependence on T and Eb is weak and R is a dimensionless function in 
which the dependence on the same parameters is important. Ris given by 
[418] 

( )

p 

R 1 (2 2) -1/4 Z = -- p +Z 
V2n p+ Vp2 + Z2 

x exp {-scoth ( Iiw ) + Eb + V p2 + Z2} 
2kT 2kT ' 

(7.4) 

which corresponds to (5.72) with a continuous approximation to the Bessel 
function I p given by (5.73) with 

Eb s 
p = ~,. and Z =. ( liw ) . 

,tJ.J.J smh 2kT 
(7.5) 

Note that (7.1) corresponds to another limit (5.74) ofthe Bessel function. 
On Fig. 7.2, the capture cross section of a single dangling bond is plotted 

versus the shift L1E. The cross section is taken equal to 10-15 cm2 at 170K 
which is a lower limit of the measured values [419]. We also take Iiw = 20 me V 
and S = 15. The dependence of (J on L1E is very strong, over several decades. 
In the classical approximation (7.1), this is due to the increase of the energy 
barrier for carrier capture with L1E. Figure 7.2 shows that the dependence 
of (J on temperature is weak when L1E is small since the energy barrier is 
negligible. But when the ionization energy increases, the dependence becomes 
important as expected. 

Now we can compare the non radiative capture due to a single dangling 
bond in a crystallite with the intrinsic radiative recombination. The non ra­
diative capture rate W is estimated with (7.4) using the confinement energies 
L1E for the electron and the hole given in Table 2.2 of Sect. 2.4 [64] (note that 
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Fig. 7.2. Dependence of the 
capture cross section (j of an 
isolated dangling bond with 
respect to the confinement 
energy i1E at 300K (dashed 
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Fig. 7.3. Probability of capture W of an electron or a hole on a neutral dangling 
bond with respect to the gap energy of the crystallites at lOK (dashed line) and 
300K (continuous line). The gray area denotes the radiative recombination rate for 
an electron- hole pair includ ing phonon-assisted processes, according to the results 
of Fig. 5.18, Sect. 5.4 

the present values of W differ from those of [222] at large band-gap energies 
because we use here more accurate confinement energies [64]). On Fig. 7.3, 
W is plotted with respect to the electron-hole energy in the crystallites. For 
comparison, we also show the calculated recombination rates. W decreases at 
high energy because of the increase in the barrier. It decreases faster at lOK 
than at 300K because the process is strongly thermally activated when the 
energy barrier becomes important. At energies close to the bulk band gap, W 
also decreases very quickly because the volume of the corresponding crystal­
lite tends to infinity and the probability to be captured by a single dangling 
bond vanishes. For electron- hole energies corresponding to the visible lumi­
nescence of silicon crystallites (Sect. 5.4), the non radiative capture is much 
faster than the radiative recombination. This means that the presence of one 
silicon dangling bond at the surface of the crystallite kills its luminescence 
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above 1.1 eV, in agreement with experiments [370,421]. One can wonder if 
the capture on the dangling bond could be radiative. In [64], the radiative 
capture rate of the electron or the hole on the neutral dangling bond was 
calculated and was found to be always much smaller than the non radiative 
capture rate. 

From the above discussion, the presence of a neutral dangling bond leads 
to non radiative capture ofthe electron or the hole (most probably the hole). 
In any case, this leaves a free carrier in the conduction band or the valence 
band which will then be captured by the charged dangling bond to complete 
the recombination process. The situation is summarized on the configurat ion 
coordinate diagram of Fig. 7.4. The lower energy curve corresponds to the 
ground state of the crystallite with one neutral dangling bond at the surface. 
The higher curve describes the system after optical excitat ion of an electron 
in the conduction band. The intermediate curve is the total energy after 
capture of the first carrier on the dangling bond. Ebl is the energy barrier 
(in a classical point of view) for capture of the first carrier which has been 
analyzed previously and is given by (7.2). Eb2 is the energy barrier for the 
capture of the second carrier. Compared to the first capture, it involves much 
larger energies, because the sum of the thermal ionization energies is equal 
to the band-gap energy. From Fig. 7.4 and using (7.2), we obtain 

Eb2 = (Ego + L1E - 2dFc)2 (7.6) 
4dFc 

Energy dbo +e-h 

Q 

Fig. 7.4. Configurat ion coordinate diagram representing the variation of the total 
energy of a crystallite with one dangling bond at the surface. The ground state 
(lower curve) corresponds to filled valence states, empty conduction states and the 
neutral dangling bond (dbO). The higher curve represents the same system with 
one electron-hole pair. The intermediate curve (equivalent to curve (f) of Fig. 7.1) 
represents the system after the capture of one hole or one electron, the dangling 
bond becoming charged 
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where EgO is the bulk silicon band-gap energy, LlE is the confinement energy 
ofthe band corresponding to the carrier involved in the second capture (LlEc 
for the electron, LlEv for the hole). For a confinement energy of 0.3 eV, Eb2 
is equal to 0.53 eV which is a very large barrier for a multi-phonon capture. 
Therefore the capture cross section for the second capture should be strongly 
reduced compared to the first one (injecting the appropriate values in (7.4) 
gives a reduction factor of 3 x 10-7 at 300K and 5 x 10-11 at 1OK). But 
this does not take into account the fact that the dangling bond is charged 
and that the capture must be enhanced by the Coulomb interaction. The 
numerical estimation of this enhancement is a difficult task and will not be 
done here. Anyway, due to the large barrier Eb2' we can condude that the 
second capture become a radiative process, at least at low temperature. The 
energy ofthe emitted photon (hll on Fig. 7.4) should be equal to Ego+LlE-
2dFC which is about 0.8 eV for LlE = 0.3 eV. Note that an infrared emission 
from porous silicon has been reported and interpreted as due to the radiative 
recombination on silicon dangling bonds [422J. The above results support this 
interpretation. 

7.2 Auger Recombination 

Non radiative Auger recombination is known to be fast, in the nanosecond 
range, for bulk semiconductors [423J. It is thus of interest to examine whether 
this process remains efficient for the corresponding nanocrystals. We shall 
present in this section a theoretical calculat ion of this effect with comparison 
to the bulk values. In a second part, we review some experimental evidences 
that the Auger mechanism is efficient in semiconductor nanocrystals, con­
firming the calculated values. 

7.2.1 Theoretical Calculation 

Auger recombination is a three partide mechanism schematically illustrated 
on Fig. 7.5. In the eeh mechanism of Fig. 7.5a, for instance, an electron-hole 
(e-h) pair has been created (e.g. by optical absorption) in the presence of 
an extra electron. As shown on the right of Fig. 7.5a, recombination of the 
e-h pair can occur if the energy gained in this process is transferred to the 
extra electron. This one can either leave the nanocrystal if its energy is high 
enough to falI in the continuum of propagat ing states (Auger auto-ionization) 
or relax to the lowest unoccupied state (LUMO) in the opposite case. The 
symmetrical situation holds for the ehh process. 

Let us review briefly the situation for bulk semiconductors. Then the 
probability per unit time for the occurrence of an Auger event is related to 
each carrier density and can be written Apn2 + B np2 where p, n are the hole 
and electron concentrations, respectively. UsualIy, A and Bare not known 
accurately. For instance, values are reported between 10-30 and 10-32 cm6/s 
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Fig. 7.5. eeh (a) or ehh (b) Auger recombination mechanisms 

[423, 424] for silicon. It is tempting, although unjustified, to extrapolate these 
data to nanocrystals taking the concentration n and p to correspond to one 
carrier confined in a spherical volume 47l' R3 /3. The result, for silicon, is given 
in Fig. 7.6 showing that such extrapolated Auger lifetimes T lie between 0.1 
and 100 nanoseconds for crystallite radius R < 2.5 nm, which is several 
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Fig. 7.6. Auger recombination time versus energy gap for the eeh (ci'T'cles) and ehh 
(squa'T'es) processes in spherical silicon crystallites. The empty symbols correspond 
to a level broadening induced by the electron-lattice coupling and fun symbols to 
a level broadening of 0.1 eV. Upper and lower bounds of an extrapolat ion from the 
bulk values (stmight line) 
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orders of magnitude faster that the radiative lifetime (see Sect. 5.4). If true, 
recombination in silicon crystallites should occur by an Auger process instead 
of light emission. 

However, this extrapolat ion ofthe Auger coefficients A and B from bulk to 
nanocrystals is questionable. If one excludes the case of Auger auto-ionization 
where the electron in the final state is propagating and belongs to a contin­
uum, the energy quantization (level spacing ~ 10 me V) in crystallites makes 
it in general impossible to find a final state with energy matching exactly that 
of the initial state. Furthermore, any irreversible decay requires a transition 
between an initial state and a continuum of final states. This means that we 
need a source of broadening corresponding to a coupling to the environment. 
For a crystallite embedded in a matrix, e.g. Si in Si02 , a likely source is the 
coupling to phonons. We have seen previously (Sect. 5.2.7) that the Franck­
Condon shift dFc, taken as the relaxation energy of the crystallite following 
electron-hole excitation, is likely to be in the range of a few tens of me V for 
diameters below 4 nm. With such electron-Iattice coupling, we can calculate 
the probability per unit time for the Auger transitions defined in Fig. 7.5, 
between an initial state i and a final state f. Using again the Fermi golden 
rule, we have 

(7.7) 

where, as in Sects. 5.2.3 and 5.2.4, the states Pi,n and Pt,n' are Born­
Oppenheimer products 

IPi,n) = l4>i)IXi,n) , 

IPt,n') = l4>t)IXt,n') ' (7.8) 

l4>i), 14> t) corresponding to the electronic parts, IXi,n) and IXt,n') being prod­
ucts of harmonic oscillators centered on the initial and final stable atomic 
configurations, respectively, and p( n) is the thermal equilibrium occupation 
of IXi,n). If we anticipate that V is a purely electronic operator (to be shown 
in the following), then we recover the following expres sion 

(7.9) 

which is completely similar to the optical broadening function of Sect. 5.2.4, 
except for the difference in the electronic matrix element and for the fact 
that it is calculated at zero frequency. 

We now come to the most difficult part which concerns the definit ion of 
the electronic matrix element (4)ilVl4>t). It requires a physically meaning­
fuI definit ion of the initial and final state and of their coupling V. First of 
alI, we make use of the notion of quasi-partides: extra electron, extra hole, 
electron-hole pair. We have shown in Chap. 1 how these notions are based 
essentially on the use of Slater determinants with optimized single-partide 
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orbitals. They provide good descriptions not only for the ground state but 
also for the one-particle excitations (GW method). In the same chapter, we 
have also demonstrated that it is possible to extend the Hartree-Fock pic­
ture to low-Iying excited states but at the condition of renormalizing the 
electron-electron interactions which become screened by a frequency depen­
dent dielectric function via the higher energy plasmon-like excitations. Once 
renormalized, electron--electron interactions have a much weaker effect. This 
conclusion, valid for the bulk, holds even more true for crystallites with ra­
dius smaller than the exciton Bohr radius since correlation effects become 
smaller than typical single-particle level splittings. 

We thus start with such Slater determinants as our zeroth-order states. 
In this picture, the ground state of the neutral crystallites corresponds to 
a Slater determinant with alI valence states occupied by electrons. For the 
Auger eeh mechanism, the ground state is a Slater determinant with alI va­
lence states occupied plus the extra electron in the LUMO. Now the initial 
state is obtained from this, for instance by optical excitation. This can have 
in principle two effects: 

1. excite an electron-hole pair across the gap with no change in energy for 
the excess electron, 

2. excite the extra electron without creating an electron-hole pair. 

However, it is well established both for the bulk [425] and nanocrystals 
that any excited carrier relaxes very fast (in times of the order of 10-14 to 
10-12 sec) in its own band to reach the equilibrium distribution within the 
band. For case 2, this leads directly to the original ground state distribution. 
Only case 1 corresponds to the correct initial situation of an excited e-h pair 
in the presence of the extra electron. The statistical distribution of these 
initial states for the eeh situation will be fixed by the combined equilibrium 
distributions of two electrons in the conduction states and one hole in the 
valence state. 

The final state in this Auger process obviously corresponds to a Slater 
determinant in which the valence states are again filled and the extra electron 
is excited by an amount almost equal to the e-h recombination energy, the 
rest of the energy being supplied by phonons. Once excited, the extra electron 
relaxes again very fast to the ground state to achieve the Auger recombination 
process. 

From this discussion, the initial and final states l<Pi) and l<Pf) are Slater 
determinants corresponding to the physical situation pictured in Fig. 7.5. 
Such determinants can obviously be coupled by the electron--electron inter­
actions Li>j e2 /rij. However, one can extend qualitatively the arguments of 
Chap. 1 (Sect. 1.2) to conclude that one should use interactions screened by 
a frequency dependent dielectric function. As for the excitons (Sect. 1.2.5) 
for low-Iying excited states, a good approximation would be to use the static 
dielectric constant so that V = Li> j e2 / (fr ij ). This is the commonly used 
approximation in Auger calculations [423]. 
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It is of some interest to discuss further the nature of the initial and fi­
nal state. Instead of the Slater determinants l4>i) and 14>1), one could think 
that a better idea would be to work with combinations of them which are 
true eigenstates of the electron Hamiltonian of the crystallite includ ing the 
electron-electron interactions V. However, such mixed states are not of in­
terest here for two reasons: 

- the matrix elements of V are much smaller than the average splitting be­
tween the Slater determinants 

- even if such mixed state exists, e.g. al4>i) +;314>1), it has a very short lifetime 
since 14>1) relaxes very fast so that one is left only with 1 4>i). 

From this, it seems clear that the limiting rate for the Auger transitions 
is provided by the matrix elements of Li>j e2/(Erij) between two Slater 
determinants corresponding to Fig. 7.5. 

The Auger recombination rate in Si nanocrystals has been calculated in 
[426,427] by using expressions (7.7) and (7.8). The initial and final state 
Slater determinants are built from one-electron spin orbitals obtained from a 
tight binding calculation [171]. The matrix elements of the screened electron­
electron interaction V are calculated from the rules given in Chap. 1, in the 
manner also described in [171]. 

The calculated Auger lifetimes are plotted in Fig. 7.6 and lie mostly in the 
range 0.1-1 nsec. The scattering is relatively large because the e-h energy 
can be more or less close to the possible excitation energies of the third 
carrier. The results are close to those obtained from the extrapolation of the 
bulk results discussed above because the broadening induced by the electron­
phonon coupling is sufficiently large to smooth the effect of the quantization. 

Another calculation of the Auger lifetime has been reported in [428] for the 
case of Auger auto-ionization. This corresponds to the situation of Fig. 7.7, 
i.e. a quantum dot embedded in a semiconductor matrix, for which the e-

Energy 

~ 
(a) (b) 6 Fig. 7.7. eeh (a) or 

ehh (b) Auger auto­
ionization mechanisms 
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h recombination energy Eg becomes larger than the band offsets 8Ee , 8Ev 

(or the two). In such cases, the final electron (or hole) state belongs to the 
continuum of propagat ing states of the embedding matrix. There is thus 
no need of the phonon continuum to match the initial and final state as 
was the case previously. The calculat ion of [428] has been performed using 
the envelope function approximation. The results exhibit strong oscillatory 
character with size with a typical value of 1 nsec for clusters with radius 
R = 1.4 nm and a size dependence R-II with v ~ 5 to 7. Such results 
are quite comparable to those reported in Fig. 7.6 for silicon clusters with 
localized final states. This means that one-phonon emission or capture is a 
very efficient process. 

7.2.2 Experimental Evidence for Auger Recombination 

There is a growing evidence that non radiative Auger recombination plays a 
central role in the properties of nanocrystals and quantum dots. We summa­
rize here some observations and their interpretation, first for silicon nanos­
tructures, second for nanocrystals of III-V and II-VI semiconductors in 
glasses or in colloidal suspension. 

Silicon Nanocrystals. We report here results detailed in [426,427] consist­
ing of three distinct observations made on porous silicon: 

- saturation of the luminescence at high excitation power 
- voltage quenching of the luminescence 
- voltage tunable electro-luminescence. 

Saturation ofthe Luminescence at High Power. Time evolution ofthe 
photoluminescence typically shows two components [216]: a fast one with a 
lifetime smaller than 20 nsec associated with a defect either in the oxide or at 
the interface with silicon [429]; a slow one which is often attributed to recom­
bination in confined silicon structures [216,430]. Typical results are plotted 
in Fig. 7.8. The intensity of the fast component and the photo-acoustic sig­
nal vary linearly with excitat ion intensity showing that the absorbed light 
is proportional to the incident one. In contrast, the intensity of the slow 
component saturates at high flux. The Auger effect gives a simple and nat­
ural explanation of this saturation if one assumes that the slow band comes 
from the radiative recombination in luminescent crystallites. As long as the 
excitat ion remains weak, there is only one e-h pair per crystallite and the 
luminescence follows linearly the excitation power. At higher flux, when two 
e-h pairs are created in the same crystallite, the first one quickly recombines 
non radiatively by the eeh or hhe Auger effect. 

Voltage Quenching of the Photo-Iuminescence. The photolumines­
cence is observed [431] on n-type porous silicon samples cathodically polar­
ized in an aqueous solution of sulfuric acid. The measured spectra are very 
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Fig. 7.8. Comparison 
of the photolumines­
cence intensity (for the 
slow and fast compo­
nents) and the photo­
acoustic signal as a 
function of the excita­
tion intensity for lJlm 
65% anodic oxidized 
sample [426,427] 

close to those taken in air for a polarization between O and -1 V, but as the po­
tential increases, the red part of the spectrum is gradually quenched with an 
energy cut-off which increases linearly with the potential (complete quench­
ing is achieved at 1.5 V). The explanation uses the injection level c(1/0) for 
the filling of the lowest con duct ion state by one electron (equivalent to the 
quasi-particle level defined in Sect. 4.1) which increases in energy when the 
radius R of the crystallite decreases (Fig. 7.9). We also define an electron 
injection level cF(V) (the effective Fermi level) which depends linearly on the 
applied voltage. All the crystallites with c(1/0) below cF(V) have at least 
one electron injected in the con duct ion band. When excited, they are non lu­
minescent because of the fast Auger recombination mediated by the injected 

Energy small R 

U(R) 

mediumR 
large R Ep(V) 

---------

10(2/1) 
8Eţ(R) 

10(110) 
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Fig. 7.9. Injection levels in Si crystallites of different sizes R corresponding to the 
filling of the lowest conduction state by one electron E(1/0) or two electrons E(2/1). 
The difference L1Ee (R) between E(1/0) and the bottom ofthe bulk conduction band 
(Ee) is due to the confinement. In each case, the possibility of photoluminescence 
(PL) and electro-luminescence (EL) is indicated (from [427]) 
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electron. They are the larger crystallites characterized by a small confinement 
energy f1Ec (R). Therefore the photoluminescence from the crystallites with 
a small bandgap (red part) is quenched by the Auger effect. 

Voltage Thnable Electro-luminescence. The Auger effect in addition 
to Coulomb charging effects also explains the peculiar spectral width (~ 
0.25 eV) of the electro-Iuminescence of n-type porous silicon cathodically 
polarized in a persulfate aqueous solution [432]. Under electron injection, 
because of the charging effects, the energy of the lowest conduction band 
level depends on its populat ion (Chap. 4). If we define c(2/1) the ionization 
level for the filling by a second electron, the difference U(R) = c(2/1) -c(1/0) 
is the average Coulomb electron-electron interaction. For a crystallite in an 
aqueous medium characterized by a large dielectric constant (~ 80), U(R) 
given by (3.72) is in the range of 0.1 eV. Due to the Auger process, only 
the crystallites with only one electron can be luminescent when a hole is 
injected. Thus, the electro-Iuminescence is only possible in crystallites for 
which cF(V) lies between c(2/1) and c(1/0). In that case, we see in Fig. 7.9 
that f1Ec (R) must be restricted to an energy window defined by U(R). With 
f1Eg (R) ~ 2f1Ec (R), one obtains that the width of the electro-Iuminescence 
is approximately equal to 2 x U(R) ~ 0.2 eV in excellent agreement with 
experiments [432]. 

Other evidences of the Auger effect in Si nanocrystals are reviewed in 
[433]. 

III-V and II-VI Nanocrystals. Another indication of the importance of 
Auger recombination is provided by the observation of random intermittency 
of the photoluminescence intensity in spectroscopy of single nanocrystals of 
CdSe [344,434-436], CdS [437,438], CdTe [439,440], InP [441], InAIAs [442], 
InGaN [443] and Si [444]. This means that the photoluminescence intensity 
exhibits a sequence of on and off periods under constant excitation conditions 
in a way analogous to the random telegraph signal. This effect was discussed 
in [428,445] and can be interpreted on the basis of the Auger recombination. 
Indeed, the normal process is that low intensity optical excitation creates 
an e-h pair which should recombine radiatively and emit light (on period) 
except if, occasionally, and for some characteristic time T, a non radiative 
process is induced which suppresses the emission of light (off period). In 
[445], such a process is induced either by Auger auto-ionization or thermal 
ionization followed by capture of the ionized carrier on a nearby trap state. 
This leaves the nanocrystal in a charged state for which any luminescence 
would be quenched by a non radiative Auger process as discussed before. 
This corresponds to the off period, T being the time for the trapped carrier 
to be released to the quantum dot. On this basis, Monte Carlo simulations 
of the time dependence of the photoluminescence intensity were performed 
in [445] resulting in a satisfactory description of the sequence of on and off 
periods for reasonable values of the different time constants. 



7.3 Hot Carrier Relaxation: Existence of a Phonon Bottleneck 233 

The Auger effect was also invoked to explain the photo-darkening effect, 
Le. the decrease of the photoluminescence intensity with time under steady 
state excitat ion conditions [428,446,447]. 

7.3 Hot Carrier Relaxat ion: 
Existence of a Phonon Bottleneck 

As discussed before, one usually assumes that excited carriers (electrons or 
holes) almost instantaneously relax to the lowest states of their respective 
band (or set of discrete states for nanostructures) in order to reach an equi­
librium within this band (thermalization). In bulk systems, this is known to 
occur via a cascade of one-phonon processes which is an extremely efficient 
and fast process [425], of the order of 0.1 eV psec-1 . As shown in Fig. 7.10, 
the difference between the initial and final state energies of the carrier Ci - C f 
is matched by a phonon energy nw. In the bulk pseudo-continuum, this can 
be achieved without problem. However, quantum dots are characterized by 
discrete levels. When they become small, the energy level spacing can be­
come comparable to or even larger than typical phonon energies. If so, this 
prevents one-phonon processes to occur. As multi-phonon processes are much 
less efficient, this leads to a phonon bottleneck [448,449] corresponding to a 
suppression of carrier relaxat ion rates. As argued in [449], carriers will remain 
trapped in excited states from which radiative recombination is less efficient. 
This is thus an intrinsic mechanism which should reduce the luminescence of 
OD nanostructrures compared to 1D or 2D systems. 

On the experimental side, it has been quite difficult to produce evidence of 
the phonon bottleneck effect. In [450] for instance, direct injection of carriers 
in the nanocrystal excited state leads to a fast relaxat ion consistent with 
intra-dot electron-hole scattering. This effect was also invoked in [451] but 
other authors also conclude that the phonon bottleneck effect can also be 
circumvented by various Auger [451,452] and multi-phonon processes [453, 
454]. In fact, the observation of a phonon bottleneck seems to require special 
care [455], under conditions of low carrier injection. This provides quantum 
dots either with one carrier or with one electron-hole pair. Time resolved 
differential transmission measurements then show that the first case leads to 
a reduced relaxat ion rate. 

E. 
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Fig. 7.10. Relaxation 
of a carrier by a one­
phonon process 
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Let us now examine briefly different effects which can mask the phonon 
bottleneck and lead to fast relaxation effects. The first one is the Auger­
like thermalization process [456,457] of Fig. 7.11 which occurs for e-h pairs 
and in which the electron transfers its energy to the hole which can then 
reI ax to its ground state in cases where the hole state splittings are smaller 
than the phonon energies. This Auger thermalization also called electron-hole 
inelastic scattering can be very fast, of the order of 2 psec [457]. This type of 
process has been confirmed experimentally, in quantum dots [458-460] and 
in quantum wires [461]. 

Among other possibilities, let us mention the relaxat ion of a carrier in a 
quantum dot after capture of a second carrier from the wetting layer. Here 
again, one of the carriers relaxes while the second one is excited into the 
continuum, i.e. is re-emitted. The calculation of [462] performed for self­
organized InAs/GaAs dots shows that both capture and Auger relaxat ion are 
fast with characteristic time of the order of 1 psec. Another mechanism which 
has been proposed in [463] is the multi-phonon capture and re-emission of the 
quantum dot carrier by a nearby defect, the relaxat ion energy corresponding 
to the number of phonons emitted in the process. In principle, this is possible 
but unlikely in view of the constrains to be imposed on the model parameters 
to reach the psec range for the process. 

In conclusion of this section, we have seen that several mechanisms could 
be operative to get fast relaxation in small quantum dots. However, the sit­
uation has yet to be cleared up both with the help of more quantitative 
calculations and of experiments showing clearly under what conditions the 
phonon bottleneck effect is observable. 
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The research on transport properties of nanoelectronic devices has become a 
worldwide effort due to the possibility to fabricate structures at the nanome­
ter scale. Metal-Oxyde-Semiconductor transistors with channel lengths as 
small as 10 nm are now being actively studied both theoretically and ex­
perimentally [464]. Remarkable experiments have been performed to mea­
sure the current I through single-quantum systems, such as molecules [465-
472] or semiconductor quantum dots [249,473-478]. In these experiments, the 
molecules or the quantum dots are connected to metallic electrodes under bias 
ep using scanning tunneling microscopy tips [249,465,468,476], nanometer­
size electrodes [469,477] or break junctions [470,472]. Measurements display 
features arising from the quantum states of the system and from Coulombic 
effects (see Chap. 4). Peaks in the conductance dI/dep characteristics are at­
tributed to resonant tunneling through discrete levels. Also, semiconductor 
nanocrystals can be assembled to form artificial materials with interesting 
transport properties [479-481]. 

From the theoretical point of view, the simulation of such experiments 
is a serious challenge. The aim of this chapter is to show how the electronic 
structure calculations can be adapted to these problems. We present different 
approaches to compute the conduction properties of nanostructures. 

In the first section, we give a basic description of systems consisting of 
single nanostructures connected to two electrodes and of their boundary con­
ditions. In the next section, we deal with the limit of weak coupling between 
the electrodes and the nanostructure where perturbation theory can be used. 
In the third section, we go beyond perturbation theory using the scatter­
ing formalism. In the fourth part, we present simplified methods to include 
electron-electron interactions in a mean-field theory through self-consistent 
calculations and we discuss open issues concerning the treatment of electronic 
correlations. In the final section, we consider the transport in networks of 
nanostructures. 
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8.1 Description of the Systems 
and of the Boundary Conditions 

The main problem that we shall address in this chapter is that of a nano­
device (e.g. the channel of a nano-transistor, molecules or quantum dots) 
connected to two electrodes with electrochemical potentials JlL (Ieft) and JlR 
(right) . When JlL and JlR are not equal due to an external bias (JlL - JlR = ecp) , 
the nano-device is in a non-equilibrium state and there is a net electron fiow 
through the system (Fig. 8.1). The two electrodes are macroscopic conduct­
ing leads (electron reservoirs) which can be simulated as semi-infinite metals 
or semiconductors. The reservoirs are large enough that the bulk JlL and 
JlR are not perturbed by the current 1. We assume that the leads can be 
described by a one-particle Hamiltonian, and thus the electrons are viewed 
as non-interacting except for an overall mean-field potential. In contrast, 
electron- electron interactions usualIy play an important role in the nano­
device because electrons are confined in a small region: their treatment rep­
resents a major challenge that we will address in Sect. 8.4. Another issue 
is that the electronic transport is extremely sensitive to bonding and sur­
face chemistry at the contacts between the nano-device and the leads. For 
example, molecules can be attached to metallic contacts through weak van 
der Waals bonds or through strong covalent bonds. In consequence, we will 
see that there is not yet a unified description of the conduction in alI these 
systems in spite of recent progresses in ab initio computational techniques 
[482-487]. 

Standard ab initio and semi-empirical methods used in the electronic 
structure calculations (Chap. 1) are not directly applicable to transport prob­
lems because 

- they usualIy apply to closed systems either periodic ar finite 
- the electronic system must be in equilibrium, whereas electronic conduction 

through nanostructures involves open systems (infinite and non-periodic) 
in non-equilibrium. 

Left COnlact Right contact 

J.lL J.lR 

Oevice 

• I 

Fig. 8.1. Nano-device coupled to se mi-infinite left (L) and right (R) electrodes 
with different Fermi levels ţJ,L and ţJ,R 
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The usual way to deal with open systems is to partition them into three 
regions, the device and the two contacts (Fig. 8.1), and to perform the cal­
culations in three steps. The first one is to calculate the electronic structure 
of the contacts. It must be done only one time, for example at zero bias, 
because the contacts are defined in such a manner that a change in the ap­
plied bias just corresponds to a rigid energy shift of their electronic levels. 
This step requires computational methods which were mostly developed to 
study surfaces of metals or semiconductors. The second step is the resolu­
tion of the Schrodinger equation in the device region using an Hamiltonian 
which is renormalized to take into account the effect of the contacts on the 
device. This renormalization can be achieved by adding self-energy terms in 
the Hamiltonian. The resolution may be done iteratively when the calcula­
tion of the potential and of the eigenstates in the nano-device is performed 
self-consistently. The third step is the calculat ion of the current which leads 
to define a non-equilibrium density operator (or matrix) with the constraint 
that deep in the electrodes the electronic levels are filled according to their 
Fermi levels ţLL and ţLR. 

This approach also works when the nano-device is connected to micro­
scopic leads provided that these leads are coupled to macroscopic conductors 
acting as particle reservoirs. In that case it is of ten necessary to include a 
part of the leads into the device region (Fig. 8.1). In the general case, the 
device region includes the parts of the leads where the electron density differs 
importantly from the bulk or the free surface situation. In the case of metallic 
leads, these regions are small due to the strong screening of the electric fields. 

The partition of the system requires to solve the quantum mechanical 
problem in an adapted representation. One possibility is to work directly in 
real space using a discrete computational grid. Another one is to use a tight 
binding representation in which each region is represented by a finite set of 
atomic orbi taIs whose the overlaps are neglected. These two representations 
lead to similar matrix formulations which we consider in the folIowing. Ex­
tensions to non-orthogonal tight binding models may be found in [487-490]. 

8.2 Weak Coupling Limit 

In this section, we consider the case where the nano-device is only weakly 
coupled to the two electrodes which alIows to use perturbation theory. In 
many situations this approximation is well justified and is the basis of im­
portant theoretical developments to describe the conduction through small 
metallic or semiconducting islands. 

8.2.1 Perturbation Theory 

We treat here the transfer of electrons between two electrodes in perturbation 
theory (Fig. 8.2). We write the total Hamiltonian ofthe system as H = Ho+ V 
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Fig. 8.2. An electron has 
a small probabiIity to be 
transferred from a filled state 
li) in the Ieft electrode to an 
empty state Ij) in the right 
electrode due to the coupling 
Vij = (ilVli) 

where Ho is the Hamiltonian of the free electrodes with their corresponding 
bias and V is their coupling which takes into account the presence of the 
nano-device. We assume that the right and left electrodes are characterized 
by quasi-continuum of states Ij) and li), respectively. The Fermi golden rule 
provides the transfer rate (probablity per unit time) of an electron between 
these states 

21T 2 
Wij = n- IVijl J(Ei - Ej) , (8.1) 

where Vij = (ilVlj) and Ei (Ej) is the energy of the state li) (Ij)). The current 
1 is given by the net difference between the electron flow from the left to the 
right and the flow from the right to the left. Summing over an states and 
taking into account the occupation of the levels, we obtain 

1 = (-e) L Wij f(Ei - f-tL) [1 - f(Ej - f-tR)] 

iEL , jER 

-( -e) L Wij f(Ej - f-tR) [1 - f(Ei - f-tL)] , 

iEL, jER 

where f is the Fermi-Dirac distribution function 

(8.2) 

f(E) = [l+exP(k~)rl . (8.3) 

Equation (8.2) simplifies to 

1 = 2~e L IVijl2 {f(Ej - f-tR) - f(Ei - f-tL)} J(Ei - Ej) . (8.4) 
iEL, jER 

In the usual case of spin degeneracy, a factor 2 can be factorized. Intro­
ducing the density of states in the right and left electrodes as 

(8.5) 
jER iEL 
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Fig. 8.3. Energy barrier in a rnetal-insulator-rnetal junction 

we derive a well-known formula [491] for the current 

21fe J 2 1 = li: 1V(c:) I {f(c: - /-lR) - f(c: - /-ld} nL(c:) nR(c:)dc: , (8.6) 

where V(c:) is the coupling of the states at energy c: (assuming that they are 
not degenerate). 

These expressions have been used to calculate the current in metal­
insulator-metal junctions [492] and in tunneling microscopy [493,494]. In 
particular Bardeen has established general rules to calculate the coupling 
matrix elements Vij when the central region is an insulating barrier [492]. In 
the limit of a thick barrier, the Wentzel-Kramers-Brillouin approximation 
gives 

Vij cx exp ( -d v'2~oEB) , (8.7) 

where E B is the barrier height and d is the barrier thickness (Fig. 8.3). 
The formalism of Bardeen has been used to describe the current through 

Langmuir-Blodgett films of porphyrin [495]. But cases where a nano-device 
can be reduced to an insulating barrier for the electrical behavior are scarce. 
In particular, there are many situations where electronic levels of the nano­
device lie between the Fermi levels /-lL and /-lR. We describe these situations 
in the next section. 

8.2.2 Orthodox Theory of Tunneling 

This theory describes nano-systems coupled to electrodes by tunnel junctions 
in the limit where the coupling can be treated to first order in perturbation 
theory (golden rule). It deals with incoherent transport through the device, 
when electrons tunnel sequentially. It was developed for small metallic is­
lands and was referred to as the orthodox theory of tunneling. Then it was 
adapted to semiconductor quantum dots and molecules characterized by dis­
crete energy levels [250,251,496,497]. The orthodox theory assumes that the 
coupling is so weak that the spectral density of the nano-device is not influ­
enced and the current can be calculated using classical master equations. To 
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illustrate the basic physics included in the theory, we start with the simplest 
case of a very small device with just one level. Then we will consider the 
general situation. 

The Case of an Island with a Single Level ca. We assume that ca is 
between f.lL and f.lR. We define the transfer rates WL and WR through the 
left and right junctions, respectively (Fig.8.4). Following the Fermi golden 
rule, we have 

27r" 2 rL(co) 
WL = r; ~ IViol b(ci - co) = -ft- , 

iEL 

27r "2 rR(co) 
WR = r; ~ IVOjl b(cj - ca) = -ft- , 

JER 
(8.8) 

where r L and r R have the dimension of an energy and describe the coupling 
of the level co with the electrodes. The net current through the left and right 
junctions is given by 

h = (-e)[f(co - f.ld - fol WL , 

I R = (-e)[Jo - f(co - f.lR)] WR , (8.9) 

where fo is the mean occupation of the island state co. In a permanent regime, 
we have 1 = h = I R and we deduce that 

fo = WLf(co - f.ld + WRf(co - f.lR) . 
WL+WR 

(8.10) 

Injecting (8.10) into (8.9) and using (8.8), we obtain 

e rL(co) rR(co) 
1 = n [f(co - f.lR) - f(co - f.ld] rL(co) + rR(co) . (8.11) 

This simple expression and (8.10) show that the difference between the 
chemi cal potentials in the two reservoirs creates a continuous flow of electrons 

'-L 

Fig. 8.4. Transfer of electrons between two electrodes through an isiand charac­
terized by a single Ievei ca 
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through the island level for which the occupation fa is intermediate between 
f(co - J.lR) and f(co - J.lL) [498,499]. 

The General Situation. We consider electrons tunneling at an energy 10 
through the left and right junctions with the respective rates rL(c)jfi and 
rR(c)jfi. The orthodox theory assumes that rL(c), rR(c) « kT« U where 
U is the average Coulomb charging energy of the nanostructure (see Chaps. 
3 and 4). Thus, at each instant, the total charge q of the island is well de­
fined and must be an integer in unit of the electron charge. At a given q, 
the nanostructure can be in different electronic configurations (of index n) 
characterized by a total energy En(q, ip). The knowledge of these energies 
and of the tunneling rates completely determines the I(ip) curve, the main 
features of which have been discussed by several authors [250,251,496,497]. 

The Transition Levels. The current 1 is the resultant of several tunneling 
processes. For example, an electron can tunnel from the left electrode to the 
island, which goes from a configurat ion of energy En (q, ip) to a configurat ion 
of energy Em(q-l, ip) (for simplicity, the charge q is defined in atomic units). 
At T -+ OK, this process is possible only if 

(8.12) 

where 

(8.13) 

which we define as the transition levels (corresponding to ca in the previous 
section). The position of these levels with respect to J.lL and J.lR determines 
which tunneling processes are possible at a given bias ip. Therefore the I(ip) 
curve looks like a staircase, exhibiting a step each time a Fermi level crosses 
a transition level. 

The transition levels are obtained by calculat ing the total energies En (q, ip), 
or by using empirical expressions of these energies. For example, we have seen 
in Sect. 4.6.1 that the total energy of a semiconductor quantum dot charged 
with n electrons and P holes can be approximated by [138,250,251,496,497] 

E({nd,{Pi}) = Lnic~ - LPiC? + 1]eipq + ~Uq2, (8.14) 
i i 

where c~ and c? are the electron and hole energy levels, ni and Pi are the 
electron and hole occupation numbers (n = I:i ni, P = I:i Pi and q = P - n). 

Calculation of the Distribution Functions. The amplitude of the steps 
in the 1 ( ip) characteristic depends on the transfer rates r L ( 10 ) / fi and r R (10) / fi 
and on the probabilities to find the nanostructure in the different electronic 
configurations. We illustrate now the calculat ion of these probabilities in the 
case of semiconductor quantum dots. We assume an efficient relaxat ion of 
the carriers so that the electrons and holes remain in equilibrium in their 
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respective energy levels subsets {IOn and {IOn. The recombination between 
electrons and holes will be introduced in the master equations. The single­
partide distribution function gi(n). for n electrons in the nanostructure is 
[250] 

g:(n) = Z;l(n) L _ exp (-/3 L njE'i) , 
{nj}n/ni- 1 J 

(8.15) 

where 

(8.16) 

{nj}n stands for any configurat ion with n occupied energy levels Ej and 
/3 = l/kT. A similar expression holds for the single-partide distribution 
function gf (p) for p holes in the system. The total rates wâ:<> (n, p) for the 
tunneling of electrons through the junction a (=L,R) into (+) or out of (-) 
the system charged with n electrons and p holes can be written [250] as 

w~a(n,p) = L ~a f(Ei(qlq -I,'P) - 107)[1- g:(n)] , 
i 

r a 
w:.a(n,p) = L ~[1 - f(Ei(q + llq, 'P) - E7)]gi(n) . (8.17) 

The total rates w,±a (n, p) for the tunneling of holes can be written in the 
same way. The probability an,p to find n electrons and p holes is solution of 
master equations 

d 
dtan,p = R(n + l,p + 1) an+l,p+1 - R(n,p) an,p 

where 

+w~(n - l,p) an-l,p + w:. (n + l,p) an+l,p 

+w~(n,p - 1) an,p-l + w~(n,p + 1) an,p+1 

-[w~(n,p) + w:. (n,p) + w~(n,p) + w~ (n,p)] an,p , 

wâ:(n,p) = wt(n,p) + wâ:R(n,p) , 

w~(n,p) = w~L(n,p) + w~R(n,p) . 

(8.18) 

(8.19) 

R( n, p) is the recombination rate from the charge state (n, p) to the charge 
state (n - 1, p - 1). In a permanent regime (da n,p / dt = 0), the current 1 is 
the same through the left and right junctions and is given by the sum of the 
electron and hole contributions 

(8.20) 



8.2 Weak Coupling Limit 243 

where for example 

r R = -e L[w~R(n,p) - w~R(n, p)lan ,p , 
n,p 

(8.21 ) 
n,p 

The stationary solution of (8.18) must be obtained under the constraint 
Ln,p an,p = l. 

An application of the orthodox theory to InAs nanocrystals probed by a 
scanning tunneling microscope was presented in Sect. 4.6.1 where the transi­
tion levels are obtained by a self-consistent tight binding calculation. The the­
ory provides a detailed interpretation of the experimental results [138, 173], 
showing that in certain conditions the injection of both electrons and holes 
into a nanostructure is possible. 

Addition and Excitation Spectra. Figure 8.5 shows two situations for 
semiconductor nanostructures where the interpretation of the 1 (c.p) charac­
teristic can be straightforward. We consider the specific case where the elec­
trons flow from the left to the right. When r L » rR , the nanostructure 
remains close to the equilibrium with the left electrode (see (8.10)) . If the 
applied voltage increases, new channels open for the tunneling. However, as 
the evacuat ion through the junction on the right side is not fast enough, the 
nanostructure remains charged with the maximum number of electrons, on 
average. Thus, the most visible steps in the 1 (c.p) curve correspond to the 

Fig. 8.5. Electrons tunneling from the left electrode to the right one through a 
semiconductor nanostructure. (a) Addition spectrum (rL » r R ): each step of 
the current corresponds to the addition of one electron in the nanostructure. (b) 
excitation spectrum (rL « r R ): each step corresponds to the tunneling of one 
electron through excited states of the nanostructure 
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opening of new charge states (addition steps, also called shell-filling spec­
troscopy [141]). In the opposite situation, where r L « r R , the evacuat ion 
is so fast that the nanostructure remains neutral, on average, and the steps 
in the current correspond to different excited configurations of one electron 
(excitation steps, ar shell-tunneling spectroscopy [141]). 

Metallic Islands and Coulomb Blockade Effect. The application of 
the orthodox theory to metallic islands has been extensively described in 
the literature [500,501]. If the island is not too small, quantum confinement 
effects can be neglected and the transport is dominated by Coulomb blockade 
effects. Then the transition levels are simply given by 

E(qlq -l,cp) = (-q+~) U -1]ecp, (8.22) 

and the separat ion between the steps in the 1 ( cp) curve is constant and pro­
portional to the charging energy U. 

A particularly important application of these studies is the single-electron 
transistor shown in Fig. 8.6. The potential in the island is controlled capac­
itively by agate voltage. This leads to an additional term -ecpa in (8.22) 
where cpa is a linear function of the gate voltage and of the coupling capac­
itances [500]. Thus by varying the gate voltage, the ionization levels can be 
tuned and the current shows Coulomb oscillations, Le. a periodic dependence 
of the conductance on cpa (Fig. 8.6c). 

18 
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Fig. 8.6. (a) A single electron transistor with a metallic island. (b) The ionization 
levels of the island are equally spaced by the charging energy U. (c) Shifting the 
ionization levels of a quantity -e<pG using the gate voltage, the current presents 
peaks each time an ionization level crosses the window between the Fermi levels 
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8.3 Beyond Perturbation Theory 

In the previous sections, we assumed that the coupling between the contacts 
and the nano-device could be treated in perturbation. For metallic islands, 
this is valid when r L , rR « U where U is the average Coulomb charging 
energy. For molecules or semiconductor nanostructures, there is a further 
requirement that r L , rR « .de where .de is the average splitting between 
quantum-confined states. But in many situations the coupling parameters r L 

and r R are of the same order of magnitude or larger than U and .de. Thus 
there is a need for a computational theory valid for any coupling strength. 
In addition, one must be able to treat correlation effects up to a certain 
degree, in particular to describe charging effects when U ~ r L , r R . Such 
a theory does not exist yet even if there is a general formalism based on 
non-equilibrium Green's functions [498,502] which, in principle, is able to 
incorporate alI these effects. This formalism (referred to as the Keldysh [503] 
or the Kadanoff-Baym [504] formalism) has been applied for the first time to 
tunneling processes by Caroli et al. [505,506], and is now used in combination 
with density functional theory to calculate the current through very small 
molecules [485-487,499]. It also provides a conceptual framework to take into 
account electron-electron and electron-phonon interactions in a nano-device 
[506-508]. 

In this section, we only consider the case of non-interacting electrons 
making use of the fact that most of the electronic structure calculations 
resolve single-particle equations. In this limit, the non-equilibrium Green's 
function formalism leads to simple expressions for the current [507,508] which 
can be established by other means [487, 498, 509], in particular using the more 
transparent formalism of the elastic scattering [488,498,510-513] that we 
present hereafter. 

8.3.1 Elastic Scattering Formalism 

We consider once again the system of Fig. 8.1 divided into three regions. We 
neglect inelastic scattering processes within the islands and at the contacts, 
which turns out to be a good approximation for nano-devices in which the 
transport is often coherent. The elastic scattering formalism alIows to cal­
culate the current through the structure using the eigenstates of the total 
Hamiltonian H = Ho + V where Ho is the Hamiltonian of the three uncou­
pled regions and V is their coupling. Among the eigenstates of H, we consider 
in the folIowing two groups of states: those (Ii+)) of energy ei incident from 
the left lead, partialIy reflected back, and partialIy transmitted into the right 
lead ; the symmetric states (Ij_)) of energy ej incident from the right lead 
(Fig. 8.7). Since the transport is coherent, the states li+) are in equilibrium 
with the left reservoir, Le. are occupied by electrons according to the Fermi 
function f(ei - J.lL). SymmetricalIy, the states Ij-) are filled up according to 
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li+> 
Ij-> 

It -O O ~ 
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Fig. 8.7. In a non-equilibrium situation, the eigenstates of the total Hamiltonian 
are divided into two groups: (a) those incident from the left lead are filled up to 
the Fermi level J-lL and (b) those incident from the right lead are filled up to the 
Fermi level J-lR 

the Fermi function f(cj - f-LR)' The states li+) are solutions of the Schrodinger 
equation 

(8.23) 

If V = 0, the solutions correspond to the eigenstates li) of Ho in the left 
lead: 

(Ci - Ho)li) = ° . 
Thus the formal solutions of (8.23) are 

li+) = li) + (ci - HO)-lVli+) . 

(8.24) 

(8.25) 

Now we define the (retarded) Green's functions [516] which will be par­
ticularly useful in the following: 

Go(c) = lim (c - Ho + i1J)-l , 
1)-+0+ 

G(c) = lim (c - H + i1J)-l . 
1)-+0+ 

(8.26) 

The small imaginary part is introduced to avoid problems of division by 
zero when c is equal to an eigenvalue of H (or Ho). A more explicit form of 
G (similarly Go) is 

G(c) = Iim L Ik)(kl. , (8.27) 
1)-+0+ k c - Ck + 17] 

where the vectors Ik) are the eigenstates of H. 
The injection of Go from (8.26) into (8.25) leads to the Lippmann­

Schwinger equation 

li+) = li) + Go(ci)Vli+) . (8.28) 

The symmetrical equation to (8.28) expressing li) in terms of li+) is ob­
tained by reversing V and by changing Go into G: 

(8.29) 
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or, 

(8.30) 

The Green's functions G and Go are connected by the Dyson's equation 
[516]: 

G = Go+GoVG. (8.31) 

Let us consider now the total current I. It can be calculated using a 
generalizat ion [514] of the Ehrenfest theorem [515]. In the following, we use 
an equivalent approach based on the density matrix formalism. We write 

I= (d~R)o ' (8.32) 

where QR is the total charge in the right region which is given by 

QR = ~) -e)(jlplj) , (8.33) 
jER 

where p is the non-equilibrium density operator which we will define hereafter 
and the kets Ij) are the eigenstates of Ho in the right lead. The subscript O in 
(8.32) means that one must consider only the charges circulating across the 
interface between the right lead and the nano-device because, in a perma­
nent regime, this contribution to dQR/ dt is fully compensated by the charges 
transferred through the circuitry since the total charge in the right lead re­
mains constant over the time. Writing the Liouville equation which describes 
the time evolution of p, 

dp 1 1 
dt = in [Ho, p] + in [V, p] , (8.34) 

this means that only the second term arising from the coupling V must be 
considered because, if V = 0, there is no current circulating though the nano­
device. 

Let us write now the total current as I = I+ + I-, separat ing the con­
tribution from each group of states. The current I+ comes from electrons in 
states li+), injected from the left side and scattered by the potential V. Thus, 
from (8.32), (8.33) and (8.34), we have 

I+ = (~;) ~)jl[V, p+]lj) , (8.35) 
jER 

where p+ is the contribution of the states li+) in p: 

p+ = L li+)f(ci - /LL)(i+1 . (8.36) 
iEL 

Injecting (8.36) into (8.35), we obtain 

I+ = (~;) L {(jlVli+)(i+lj) - c.c.} f(ci - /LL) , 
jER, iEL 

(8.37) 
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where c.c. denotes the complex conjugate of the previous term. Using (8.30) 
and the fact that Uli) = O, we get 

I+=(~;) L {Ult(ci)li)(iIVG+(ci)lj)- c.C.}f(ci-J.lL), (8.38) 
jER, iEL 

where G+ is the adjoint operator of G and t is the scattering operator given 
by 

t(c) = V + VG(c)V . (8.39) 

Using (8.31), we replace G+ in (8.38) by Gri +G+VGri. Since the vectors 
Ij) are eigenstates of Ho and thus of Go, we have 

Gri(ci)lj) = Ij)., 
Ci - Cj - ITJ 

and we deduce that 

(iIVG+(ci)lj) = (ilt+(Ci)I~) 
Ci - Cj - ITJ 

Injecting (8.41) into (8.38), we obtain 

1+ - (-e) " {1(i lt(Ci)lj)1 2 - } f( . _ ) 
-.~ L..J . c.c. C, J.lL, 

In jER, iEL ci - Cj - ITJ 

which, in the limit TJ -+ 0+, becomes: 

1+ = 27r~-e) L IUlt(Ci)li)1 2 f(ci - J.lL)O(ci - Cj) . 
iEL, jER 

Using a similar derivat ion for 1-, one obtains the total current 

(8.40) 

(8.41) 

(8.42) 

(8.43) 

1 = 2~e L IUlt(ci)liW {J(Cj - J.lR) - f(ci - J.ld} O(ci - Cj) . (8.44) 
iEL, jER 

We recover the expression (8.4) obtained in perturbation theory except 
that V has been replaced by the scattering operator t(c). In fact, Vis the first­
order term in the development of t(c) in powers of V, as shown by injecting 
the Dyson's equation (8.31) into (8.39) 

t = V + VGoV + VGoVGoV + ... (8.45) 

Therefore (8.4) corresponds to the Born approximation of the scattering 
theory. 

Let us now consider the common situation when the two leads are only 
coupled through the nanostructure ((ilVlj) = O). We have 

tij = (iltlj) = L VinGnm V mj , (8.46) 
n,m 
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where n and m denote eigenstates (In) and Im)) of Ho in the decoupled nano­
device (the energy dependence of G and t is implicit). Making use of the fact 
that G~m = G;;'n' we have 

It ijl2 = L l"inGnmVmjVnliG!,'nl\-jml' (8.47) 
n,m,n',m' 

In analogy with (8.8), let us define the coupling matrices rL(c) and rR(c) 
by 

iEL 

r!n(c) = 27r L Vnj\-jm8(c - Cj) . 

jER 

(8.48) 

The introduction of (8.47) and (8.48) into (8.44) leads to a compact ex­
pression for the current 

1 = ~J f= ,r;,n(c)r!m' (c)Gnm(c)G!"nl (c) {f(c - /-lR) - f(c - /-lL)}dc, 
n,n ,ffi,m 

= ~J Tr [rLGrRG+] {f(c - /-lR) - f(c - /-lL)}dc, (8.49) 

where the trace (Tr) of the matrix is taken over alI the basis states within 
the decoupled nano-device subspace. This expression can be rewritten as 

1 = ~ J T(c) {f(c - /-lR) - f(c - /-lL)}dc, (8.50) 

which is a generalization of the Landauer formula that relates the current to 
the transmission coefficient T( c) = Tr [rLG rRG+] across the nano-device 
region [517-520] (a factor 2 is usualIy factorized to account for the spin de­
generacy). 

8.3.2 Calculation of the Green's Functions 

In the previous section, we have introduced the Green's functions in the 
framework of the scattering formalism. Here we discuss how these functions 
can be calculated in a practical way. We will see that the Green's functions 
formalism is particularly interesting to describe open systems, here the nano­
device connected to semi-infinite contacts. 

Self-Energy. The notion of self-energy has been introduced in Sect. 1.2.4 to 
describe electronic correlations. In that case, the coupling of single-particle 
excitations to plasmons leads to a renormalization of electron--electron inter­
actions. The same concept can be used to account for the interaction of the 
nano-device with the contacts (Fig. 8.8). We will see that the Hamiltonian 
of the nano-device is renormalized due to the coupling with the leads. 
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Fig. 8.8. The interaction of the nano-device with the contacts leads to a renormal­
ization of its Hamiltonian by a self-energy E 

The expres sion (8.49) ofthe current shows that the Green's functions must 
be determined only in the nano-device region. These Green's functions are 
represented by a matrix which may be of quite small size for a nano-device. 
According to the partition of the system, the matrix of the Hamiltonian 
H = Ho + V has the following form in terms of block matrices 

[ 
[Holoo 
[Vl LO 
[Vl RO 

[vlOL 
[HolLL 

O 

[VlOR] 
O , 

[HolRR 
(8.51 ) 

where the labels O, L, R refer to the nano-device, the left and right reservoirs, 
respectively. Using (8.26) , we have (1] -+ 0+) 

[Gl= 

-[VlOL -[VlOR 
O , [ 

(c + i1]) [lloo - [Holoo 
-[Vl LO 
-[VlRO 

(c + i1])[Il LL - [HolLL 
O (c + i1])[Il RR - [HolRR 

]

-1 

(8.52) 

where [Il is the unit matrix. We only need the nano-device part [Gl oo which, 
after straightforward algebra based on the Dyson's equation (8.31) , is given 
by 

[Gloo = {(c + i1])[Iloo - [Holoo - [E]} -1 , (8.53) 

where 

and 

[El = [vlOR [GOl RR [Vl RO + [VlOL [GOl LL [VlLO , 
= [ERl + [ELl , 

[GOl RR = {(c + i1])[Il RR - [HolRR} -1 , 

[GOl LL = {(c+i1])[IlLL - [HolLd-1 . 

(8.54) 

(8.55) 
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Thus in (8.53) the coupling to the contacts is represented by a self-energy 
E that renormalizes the Hamiltonian Ho of the nano-device (Fig. 8.8) and re­
places its discrete spectrum by a continuous one. The expression of E greatly 
simplifies when the matrices [GOJRR and [GOJLL are written in the basis of 
the eigenstates for the free electrodes R and L. From (8.27), we see that these 
matrices are diagonal and thus, from (8.54), we calculate the matrix elements 
of E 

Enm = E!m + E~m , 
'""' Vni Yim '""' Vnj Vjm 

= L...J c - c' + i'Yl + L...J c - c . + i'Yl ' 
iEL "/ jER J '/ 

(8.56) 

where again the indexes n, m refer to states within the nano-device, The 
self-energy is a complex, non-Hermitian, and energy dependent operator. Its 
imaginary part is related to the coupling matrices (8.48) by 

r~m(c) = -2Im (E~m) , 

r!n(c) = -2Im (E!m) , (8.57) 

A Nano-Device with a Single Level. In order to discuss the physical 
meaning of the self-energy, we consider once again the case of a nano-device 
represented by a discrete and non-degenerate level of energy Co. The current 
is given by (8.49) with n, m, n', m' = O and 

1 
Goo(c) = c _ co _ A(c) + i[r(c)/2J ' (8.58) 

where (rJo == r L, reTh == r R) 

r(c) = rL(c) + rR(c), A(c) = Re(Eoo ) . (8.59) 

Now we assume for simplicity that rL(c), rR(c), r(c) and A(c) are con­
stant in the energy range where f(c - /-LR) - f(c - /-LL) is significant. Thus 
the current is given by the Landauer formula (8.50) with 

rLrR 
T(c) = rL + r R A(c) , (8.60) 

where the line-shape is given by the Breit-Wigner formula 

r 
A(c) = (c - co - A)2 + (r/2)2 . (8.61) 

When kT « r, (8.50) leads to an analytic expression for the current 
through the single level 

e rLrR lJ-LR 
1 = -h r L r R A(c)dc , 

+ J-LL 

_ 2e rLrR [ (/-LR-co-A) _ (/-LL-co-A)] 
- h r L + r R arctan r /2 arctan r /2 

(8.62) 
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Fig. 8.9. Variat ion of 1/ Imax 
as a function of the Fermi 
level ţlL for a nano-device 
with a single non-degenerate 

2.0 level (rL = r R = 50 meV, 
Ea - A = 1 eV, ţlR = O eV) 

We plot in Fig. 8.9 the current as a function of f.LL for f.LR = O eV and 
Ea - A = 1 eV. It presents a step when f.LL comes in resonance with Ea - A 
and the broadening of the step is determined by r. When f.LL - (Ea - A) » r 
and (Ea - A) - f.LR » r, the intensity of the current is maximum and is given 
by 

-e rLrR 
Imax = n rL + rR ' (8.63) 

which corresponds to the value (8.11) obtained in perturbation theory. 
This simple example illustrates that the real part of E (A) describes the 

shift of the resonance with respect to the energy Ea. The imaginary part 
expresses the broadening of the level due to the coupling to the leads. The 
perturbation theory corresponds to the limit where the shift and the broad­
ening are vanishingly small. 

Note that kT « r corresponds to the resonant tunneling regime. In the 
opposite limit kT » r, the width of the conductance peak is determined by 
the thermal broadening kT. This is the regime of sequential tunneling. 

Green's Functions of the Leads. In principle, the evaluation of the 
Green's functions (8.55) of the semi-infinite contacts requires to invert in­
finite matrices. However, if one writes them in the real space or in a tight 
binding representation, only the matrix elements at the surface of the leads 
and in the vicinity of the nano-device are needed because the coupling V 
describes short-range interactions. The surface Green's functions can be ob­
tained by treating a finite slab of the corresponding metal or semiconductor. 
In that case, one of ten takes advantage to make it periodic which allows to use 
the Bloch theorem. Another possibility is to consider real semi-infinite con­
tacts. Then the surface Green's functions can be obtained with the recursion 
or decimat ion methods [521,522]. 
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8.4 Electron-Electron Interactions 
Beyond the Orthodox Theory 

Electron-electron interactions have a major impact on the transport prop­
erties of nano-devices. On one hand, we have seen in Sect. 8.2.2 that it is 
possible to treat Coulomb blockade effects quite accurately when the cou­
pling to the leads is weak (rL , r R « U), provided that one is capable to 
calculate the total energy of the nanostructure versus charge state and occu­
pation numbers. On the other hand, scattering approaches treat independent 
particles. In this section, we try to go beyond these limits which requires 
to consider approximate descriptions of electron-electron interactions. In a 
first part, we deal with mean-field approaches and we show how to implement 
them in non-equilibrium problems. In the second part, we discuss the limits of 
these methods and we consider possible ways of improvements. Note that we 
will not investigate complex problems such as the Kondo effect which arises 
from the interaction of the electrons in the leads with the spin of an unpaired 
electron stored in a quantum dot [523-526] or in a molecule [527,528] (when 
kT « r). We will restrict our discussion to the treatment of Coulomb block­
ade effects using standard computational methods of the electronic structure. 

8.4.1 Self-Consistent Mean-Field Calculations 

We assume that the system can be described by a single-electron equation 
in which the potential depends on the electron density n(r). This is the case 
of methods based on the Hartree approximation or on the density functional 
theory (see Chap. 1). Schrodinger-Poisson solvers used in device simulat ion 
also work on the same basis. When the nano-device is connected to the leads 
with different Fermi levels, there are some variations in the electron density 
and in the potential that must be calculated self-consistently (Fig. 8.10). 

The self-consistent part of the potential consists of two contributions: the 
Hartree potential and, in density functional theory, the exchange-correlation 
potential. The Hartree potential can be determined from n( r) with the 
Poisson's equation exactly like for the system in equilibrium. Concerning 

~ Density --.. Potential 

. Schrodinger equation 
- Denslty ~ N Tb . . . on-equl 1 num statlstlcs 

-

.-

Fig. 8.10. The electron density 
and the potential must be 
calculated self-consistently 
taking into account the non­
equilibrium occupation of the 
levels 



254 8 Transport 

the exchange-correlation potential, one always assumes that the commonly 
used exchange-correlation functionals are able to describe electrons in nOn­
equilibrium situations [485-487,499]. 

We must evaluate the electron density n( r) which, by hypothesis, dif­
fers from the equilibrium situation only in the nano-device region (see Sect. 
8.1). Equivalently, in a tight binding representation, we must calculate the 
quantities (mlplm) where p is the density operator and the kets Im) repre­
sent atomic orbitals within the nano-device. As shown previously, the density 
operator is built according to the fact that the states li+) and Ij-) are in 
equilibrium with the left and right reservoirs, respectively. It is given by 

p = p+ + p- , 

= L li+)(i+1 f(ei - JLL) + L Ij-)(j-I f(ej - JLR) . (8.64) 
iEL jER 

Using the Lippmann-Schwinger equation (8.30), we obtain 

p+ ~ ! f(o - ~L)(1 + aV) [~li)(iI8(0 - 0 0)] (1 + va+)dE . (8.65) 

Writing the delta function in terms of the Green's functions, Le. 

(8.66) 

and neglecting the overlaps between the atomic orbitals, we obtain the matrix 
of p+ within the nano-device region 

[p+]oo = 2~ J f(e - JLL)[G]OO[V]OL ([GO]LL - [GrilLL) [VlLO[G+loode , 

(8.67) 

where we assume that there is no direct coupling between the contacts. With 
(8.54) and (8.57), we deduce 

[p+]oo = 2~ J f(e - JLL)[G]oo[rL][G+]oode . (8.68) 

With similar equations for p_, we obtain finally 

[ploo = 2~ J f(e - JLL) [G]oo [rL][G+] 00 + f(e - JLR)[Gloo[rR][G+]oode . 

(8.69) 

The Populat ion of a Nano-Device with a Single Level. Injecting (8.58) 
into (8.69) and using (8.60), we obtain the population no on the orbital within 
the nano-device 

1 J { r L r R 
} no = 27r f(e - JLL) r L + r R + f(e - JLR) r L + r R A(e)de. (8.70) 
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In the limit of vanishing coupling where A(c) -t 21f8(c - ca), we recognize 
that na is equal to fa given in (8.10) which was obtained using first-order 
perturbation theory. Evaluating (8.70) in the limit kT «: r L , rR , we obtain 

r L [1 (J.LL-Ca-A) 1] 
na = r L + r R ;: arctan r/2 + 2" 

r R [1 (J.LR-Ca-A) 1] + r L + rR ;: arctan r/2 + 2" (8.71) 

8.4.2 The Self-Consistent Potential Profile 

The one-electron potential (Hartree, exchange-correlation) within the nano­
device can be calculated self-consistently using (8.69). From this, the evolu­
tion of the potential profile within the system can be studied as a function of 
the applied bias. In conventional wires in which the transport is diffusive, the 
potential varies linearly along the wire according to the Ohm's law. In nano­
devices or molecular wires, the electrostatic potential may have a more com­
plex profile, as shown recently in a large number of works [485,487,499,529-
532]. 

In order to illustrate these problems, we present the results of recent cal­
culations [531] on two molecular wires, a carbon chain (C15 ) and a C7-Si-C7 

chain bonded to two metal electrodes. The Si atom can be considered as an 
impurity in the wire. We show in Fig. 8.11 the change in the electrostatic 
potential in the biased molecular devices (3V) with respect to the zero bias 
situation. In the case of C15 , the voltage drop mainly occurs near the two 
metal-wire interfaces because the resistance of the junction arises from the 
scattering at these interfaces. The potential remains almost constant (dis­
regarding the oscillations) inside the wire because there is no scattering. In 
contrast, in the case of C7-Si-C7 , the Si atom introduces scattering at the cen­
ter of the wire and the potential appears to drop almost linearly. Note that 
quite similar results have been obtained in the case of silicon nano-transistors 
[499]. 

In the case of ballistic systems with small barriers at the interface between 
the nano-device and the contacts, the resistance of the central region is small, 
and therefore a substantial part of the bias is dropped inside the leads, and not 
inside the nano-device [498,499, 518]. To understand this, let us consider the 
eigenstates li+) and Ij-) of H at a given energy c = Ci = Cj. Inside the leads, 
these states are given by combinations of Bloch waves. Near the contact, 
li+) is the sum of incident and reflected components in the left lead, and 
there is a transmitted component in the right lead (Fig. 8.12), the situation 
for Ij-) being symmetric. When the system is biased with J.LL > c > J.LR, 
the state li+) is occupied by electrons whereas Ij-) is empty (at T -t OK) 
and therefore only li+) contributes to the electron density n(r). Thus, in the 
right lead, near the contact, if the incident wave contributes to n( r) with 
some weight set arbitrarily to 1, then the reflected one contributes with a 
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weight R, where R is the reflection coefficient (Fig. 8.12). The situat ion is 
different deep inside the left contact because the electronic waves are scattered 
by phonons, defects or impurities, and both states traveling to the right or 
to the left contribute statistically with a weight 1, like in the bulk material 
characterized by a chemical potential J.LL. Thus, the electron density is not 
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the same deep inside the lead and close to the contact. As a consequence, 
the self-consistency induces a potential drop insi de the leads, at the origin 
of the so-called contact resistance. If R is close to unity, we recover near the 
contact a situation close to the bulk one, and the voltage drop is small. 

For all these reasons, the potential at each end of the island cannot be 
imposed a priori. Thus, i.n microscopic calculations, since it is not possible 
to describe the entire leads (including scattering events), it was proposed to 
impose zero-field conditions at the boundaries of the central region and to 
let the potential float to whatever it chooses to [499]. 

Another important factor which determines the potential profile is the 
electrostatic screening insi de the wire. For example, we show in Fig. 8.13 
the potential distribution in a Langmuir-Blodgett mono-Iayer of Î-hexa­
decylquinolinium tricyanoquinodimethanide (C16H33 Q-3CNQ) sandwiched 
between Al electrodes, as calculated in [533]. Q- 3CNQ is characterized by a 
large internal dipole because it is a D-7r- A molecule, where D and A are, re­
spectively, an electron donor and an electron donor, and 7r is a pi-bridge. The 
dipole layer gives rise to a built-in potential (Fig. 8.13). In the presence of 
the electrodes and at zero bias, opposite charges appear on the electrodes, so 
that the induced potential drop exactly cancels the one created by the dipole 
layer. When a bias is applied to the system, a large part of the potential drop 
takes place in the alkyl chains (C16H33 ) , which have a small polarizability 
due to their large gap. This asymmetry in the potential profile explains the 
current- voltage characteristics of these layers which show rectifying behavior 
[534,535]. 
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Fig. 8.13. Electrostatic poten­
tial in the metal I C16H33Q-
3CNQ film I metal system at 
zero bias (dashed line) and at 
+2V (straight line) [533]. The 
potential is defined as an aver­
age value in a lattice unit ceH 
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8.4.3 The Coulomb Blockade Effect 

The application of a mean-field theory to the transport through nanostruc­
tures is better justified when the coupling is strong (rL , r R ~ U). However, 
as already mentioned, many experiments actually belong to an intermediate 
regime where the coupling coefficients and the charging energy have similar 
magnitudes. These situations are usually investigated using model Hamilto­
nians [500,536,537]. Therefore our aim in this section is to point out the 
main deficiencies of computational methods of the electronic structure to de­
scribe the Coulomb blockade effect which is the more obvious consequence of 
electron-electron interactions in nanostructures. We shall consider the limit 
r L , r R « U in order to compare with the predictions of the orthodox the­
ory. It will give us the opportunity to judge the mean-field approaches in the 
worst situation. 

We consider the simplest model of a nano-device characterized by a single 
level twofold degenerate due to the spin. We assume that this level is empty 
in the neutral state and that the total energy of the system can be written 
as 

(8.72) 

where n is the number of electron in the island (= 0,1,2) and U is the 
Coulomb charging energy which takes into account the dielectric environment 
of the nanostructure. We suppose for simplicity that the triplet and singlet 
states for n = 2 have the same energy. We also neglect the dependence of 
the energy levels with the applied bias. Thus, following (8.13), we define two 
ionization energies 

c(OI - 1) = co + U /2 , 
c(-II- 2) = co + 3U/2, (8.73) 

and the current is determined by the position of the chemical potentials with 
respect to these levels. 

Orthodox Model. We consider the situation of Fig. 8.14b where a bias 
voltage shifts the chemical potential /-lL of the left electrode. When /-lL > 
c(OI - 1) > /-lR, the current flows through the nanostructure which is in the 
charge state O or -1 with the respective probabilities ao and al. Using the 
master equations given in Sect. 8.2.2, we obtain 

r R 2rL 

ao = r R + 2rL ' al = r R + 2rL ' (8.74) 

where for simplicity we assume that the coupling coefficients r R and r L are 
independent of the energy. In these conditions, the current is given by 

-e 2rLr R 

1 = --,; r R + 2rL . (8.75) 
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ţ.LL in the orthodox theory (fo = 1 eV, ţ.LR = O eV, U = 1 eV) : r L = r R = 50 
me V (straight line) and r L = 90 me V, r R = 10 me V (dashed line). (b) Schematic 
representation of the energy levels 

When JlL > c( -11 - 2) and 10(01 - 1) > JlR, the three charge states O, -1 
and -2 are possible with the respective probabilities 

( rR ) 2 2rR rL (rL ) 2 
iTo= rR+rL ,iT1=(rR+rL)2,iT2= rR+rL ' (8.76) 

and the current becomes 

-e 2rLr R 
1 = fi rR + rL . (8.77) 

The current~voltage characteristic in the limit T -+ OK is shown in Fig. 
8.14 for two sets of values for r R and r L . It is a staircase function due to 
the use of a perturbation theory. The true characteristic should be more like 
the function (8.62) with a broadening of the steps of the order of r R and r L 

(neglecting Kondo effect). 

Self-Consistent Approach. If now the same problem is investigated using 
a self-consistent approach, for example using the density functional theory 
in the local density approximation (LDA), the potential in the nano-device 
is a function of the mean occupation fi of the energy level. From (8.62), the 
current is given by 

1 = ~ r~;;R [arctan (Jl~/2Eg) - arctan (Jl~/2Eg)] , 
where lOg is the self-consistent energy which can be approximated by 

cg~c~+U'fi, 

(8.78) 

(8.79) 

where c~ is the energy of the empty state (the Kohn~Sham eigenvalue in 
LDA) and U' is an effective charging energy. Taking into account the spin 
degeneracy, fi is equal to 2no where no is given in (8.71). We have argued in 
Sects. 4.4 and 4.6 that the charging energy U' obtained in LDA (or in Hartree-
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Fig. 8.15. Current through the nano-device as a function of the Fermi level !-tL . It 
is calculated using a self-consistent approach with €o = 1 eV, !-tR = O eV, U = 1 eV: 
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like approaches) must be close to the true value U in semiconductor quantum 
dots. Thus we set U' = U and, accordingly, we assume for the moment that E~ 
is equal to EO' The current- voltage characteristic obtained in these conditions 
is shown in Fig. 8.15. Compared to Fig. 8.14, the current does not present 
the two sharp steps but a very broad transition. The threshold of the current 
is largely below the first step corresponding to E(OI - 1). The broadening is 
due to the fact the occupancy ii of the level varies continuously from ;:::; ° 
to ;:::; 2rL / (rL + r R ) whereas in the true system the island can be occupied 
only by an integer number of electrons (n = 0, 1 or 2). When r L = r R , the 
current saturates well before the second step predicted in the orthodox theory 
because the maximum value of ii is 1 whereas the ionization level E( -11 - 2) 
corresponds to an occupancy of 1.5 electrons (corresponding to the Slater 's 
transition state [236]). 

Another difficulty with calculations based on the LDA is that the gap 
is underestimated. Consequently, the assumption E~ ;:::; EO is not justified 
because E~ is probably well below EO' As discussed in Chaps. 1 and 4, the issue 
is that the exchange-correlation potential varies when one electron is added 
to the nanostructure, and this change is not described in LDA. Therefore 
there are good reasons to believe that the threshold of the current predicted 
in LDA is incorrect, at least in the limit of weak coupling. 

GW Approach. We have seen in Sects. 1.2.4 and 4.4.2 that the GW ap­
proximation provides a prescription to calculate the quasi-particle spectrum 
starting from the one-particle LDA spectrum. Applying GW self-energy cor­
rections in our model system, the lowest unoccupied level shifts from the 
Kohn- Sham eigenvalue E~ to a quasi-particle energy Eqp corresponding to 
the lowest energy at which an electron can be injected into the nano-device. 
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Fig. 8.16. Same as Fig. 8.15 
but the current is calculated 
using a non self-consistent 
approach with an energy 
level EO + U /2 

Thus we can write 

U 
Eqp ~ EO + "2 = E(OI- 1) , (8.80) 

as shown by GW calculations m the case of semiconductor nanocrystals 
(Chap.4). 

We deduce that the GW approximation is probably a good approach to 
predict the threshold of the current as proposed in [538]. However, GW has 
not been adapted to non-equilibrium problems. One possible way to circum­
vent this difficulty is to calculate the self-energy corrections for the system at 
equilibrium and to assume that these corrections remain constant when the 
system is biased [533]. Doing this, one must take care that the current must be 
calculated using the non self-consistent Green's functions, i.e. without calcu­
lating the change in the Hartree and exchange-correlation potentials, because 
the charging energy is already included in the self-energy corrections. 

According to this procedure, we present in Fig. 8.16 the current obtained 
when Es is replaced by Eqp in (8.78). Comparing with Fig. 8.14, the threshold 
of the current is obviously improved, but there is only one step since the 
lowest state of energy Eqp is twofold degenerate. One consequence of this 
discrepancy is that the amplitude of the current is overestimated just above 
the threshold. 

Unrestricted Approach. One possible way to improve the results is to use 
an unrestricted approach [539], which means that the energies of the spin up 
and spin down electronic levels are allowed to be different. The motivation 
is that unrestricted Hartree-Fock calculations provide a good description of 
two-electron systems in the strongly correlated limit [77]. In this approxima­
tion, the current is given by 

2e r L rR [ (f-LR - Et ) (f-LL - Et) 
1 = h rL + rR arctan r /2 - arctan r /2 

( f-LR - El.) (f-LL - Et)] + arctan r/2 - arctan r/2 ' (8.81 ) 
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where ct and ct are the self-consistent energies of the spin up and spin down 
states, respectively. Let us assume that these energies can take the folIowing 
form 

U 
ct = ca + 2" + Unt, 

U 
ct = ca + 2" + Unt, (8.82) 

where nt and nt are the mean occupancies of spin up and spin down levels, 
respectively. nt and nt are given by (8.71) in which ca is replaced by ct and 
ct, respectively. In (8.82), the self-interaction terms are removed (Sect. 1.1.3). 
The equations (8.82) and (8.71) are solved self-consistently, and the result 
is shown in Fig. 8.17. When I-lL increases, one of the spin levels has a lower 
energy and is progressively occupied while the other has a higher energy and 
is empty [539]. The higher spin level starts to be occupied only when the 
lowest one is filled up to its maximum (::::i r L /(rL + r R )). In consequence, 
the current~voltage characteristic presents two steps as it must be. However, 
in contrast to Fig. 8.14, the energy splitting between the two steps depends 
on the coupling coefficients r L and rR . In spite of this discrepancy, Fig. 8.17 
shows that unrestricted calculations could lead to substantial improvements. 

FinalIy, the expressions (8.82) can be obtained as folIows. First, the elec­
tronic structure of the system at equilibrium is calculated in LDA. Second, 
GW self-energy corrections are applied, shifting the lowest unoccupied state 
to ::::i ca + U /2. Third, the potential variations are calculated self-consistently 
folIowing an unrestricted prescription and applying self-interaction correc­
tions. 

It is dear that this approach is quite empirical and thus there is a need 
for more elaborate schemes. A simpler approach could be to perform self­
consistent unrestricted calculations in the local spin density approximation, 
but the threshold of the current is likely to be underestimated like in LDA. 
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8.5 Transport in Networks of Nanostructures 

In this section, we deal with the problem of electron (or hole) transport in 
networks of nanostructures weakly coupled by tunnel junctions. First, we 
consider the tunneling between two neighboring sites and, second, we present 
a method to calculate the conductivity of the network. 

8.5.1 Tunneling Between Nanostructures 

In the case of metallic islands in which the density of states is high, Coulomb 
blockade effects dominate the transport properties of the networks [481,500, 
540]. In the case of semiconductor nanocrystals, the conductivity is also de­
termined by the discretizat ion of the energy levels induced by the quantum 
confinement (Chap. 2). In both cases, the disorder arising for example from 
the dispersion in size and shape of the nanostructures plays an essential 
role. Therefore, elastic tunneling between neighbor nanostructures is rather 
unlikely (Fig. 8.18) and one must consider inelastic tunneling between non 
resonant states, which requires to take into account the electron-phonon cou­
pling. We as sume that an injected electron only couples to phonons localized 
in the nanostructure where it resides, which is a reasonable assumption for 
weakly coupled nanostructures. Atomic vibrations in the barrier may lead 
to a modulat ion of the barrier height [541,542] but we do not consider this 
effect here. When an electron is transferred from one site to another, there is 
an emission or an absorption of phonons as required by the conservation of 
the total energy. 

The coupling mechanism has been basically described in Sect. 5.2. When 
an extra carrier is introduced into a nanostructure, there is a relaxat ion of the 
atoms toward a new equilibrium situation. The relaxat ion energy is defined 
as the Franck-Condon shift (e.g. dF~) for site 1). In order to simplify the 

--7 
Fig. 8.18. Tunneling of 
an electron between two 
nanostructures. The arrows 
indicate the most efficient 
tunnel processes 
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problem, we assume as usual that the total energy is a quadratic function 
of 3NI + 3N2 configurat ion coordinates where NI and N2 are the numbers 
of atoms in the nanostructures 1 and 2, respectively (see Sect. 5.2.3). The 
probability per unit time for the transfer of an electron from a site 1 to a site 
2 is obtained from the Fermi golden rule 

[ 
~ I I(I, n~, n;lVli, nI, n2)128(Ef,n~,n; - Ei,n1,n2)] , 

j,n 1 ,n2 

(8.83) 

where li, nI, n2) and II, n~, n~) denote the initial and final states of energy 
Ei,n"n2 and Ef,n~,n;, respectively, and p(i, nI, n2) is the probability to find 
the system in the state li, nI, n2)' The integers nI, n2, n~, n~ labeI the vibronic 
configurations on each site. Since we assume that the vibrations of the two 
sites are uncoupled, we write 

li, nI, n2) = I4>P)) IXnl (QI - Q~)) IXn2(Q2)) , 

II,n~,n;) = 14>~2)) IXn~ (QI)) IXn;(Q2 - Qg)) , (8.84) 

where Q~ denotes the equilibrium configurat ion of the site 1 with one extra 
electron, QI = O being the equilibrium configurat ion for the neutral nanos­
tructure. 14>~I)) and 14>~2)) are the electronic states. The vibronic states Xn , 

and Xn 2 are given by the product of 3NI and 3N2 harmonic oscillators like 
in (5.62). We suppose that the matrix element of the tunneling operator V 
between the electronic states does not depend on the phonon quantum num­
bers. Thus we can factorize in (8.83) the terms (Xn~ (Qdlxn, (QI - Q~)) and 
(Xn; (Q2 - Qg) IXn2 (Q2)) which are given by products of overlaps between dis­
placed harmonic oscillators. Since the coupling to anyone mode is of the order 
of l/NI or 1/N2 , we have seen in Sect. 5.2.4 that one can keep only first-order 
terms corresponding to change in phonon quantum numbers equal to O, + 1 
and -1, alI the other terms being of higher order. In that case, the probability 
of the transition can be obtained exactly if alI the electron-phonon coupling 
coefficients are calculated. 

Simpler expressions can be obtained when alI phonons frequencies in a 
nanostructure can be approximated by a single one (here WI and W2)' Then 
one can sum the intensity of alI possible transitions corresponding to the same 
difference in total energies between the final and initial states, for example 
differing by PI phonons of energy nwl and P2 phonons of energy nw2. Then 
we have 

(8.85) 

where the Franck-Condon shifts correspond to the relaxation energy when 
the nanostructure is occupied by one electron. The total intensity of these 
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transitions is equal to WP1 X WP2 where Wp is given by (5.72) in Sect. 5.2.4. 
Injecting this in (8.83), we obtain 

W1--+2 = 2; LP(i)I(c/>j2)1V1c/>~I»)12 
i,J 

L"'"' ( (2) (1) 1 X ~ WP1 Wp2 6 cf - dFC - ci + dFC + Plnwl + P2nw2) , 
1,P2 

(8.86) 

which can be written as a convolution of two phonon line-shapes (see (5.79)). 

In the case of strong electron-phonon coupling (SI = dF~) jnwl » 1 

and S2 = dF~) jnw2 » 1), we can use (5.74) to derive a simpler expression. 
Considering Pl and P2 as continuous variables (Le. E P -+ J dpl dp2) , the 

Pl, 2 

probability per unit time becomes 

where 

(8.88) 

and Ll = C f - dF~) - Ci + dF~) is the energy required to transfer the electron 
from the site 1 to the site 2. An example of variation of Wl--+2 with respect 
to Ll is presented in Fig. 8.19. 

As a final remark, we point out that in the limit of strong electron­
phonon coupling, it is not necessary to assume a single phonon frequency in 
each nanostructure. It can be shown, using the method of moments [288,289], 
that the expression (8.87) can be recovered in the general case using the first 
and second moments of the phonon line-shape, at the condition to write 
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Fig. 8.19. Probability per 
unit time for the transition 
between two nanostructures 
as a function of the energy L1 
(81 = 82 = 2, 1iw1 = 1iw2 = 
50 meV, (cf>j2)1V1cf>~I») = 1 
meV, T = 300K) 
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dF~) + dF~) = L s;1) nwY) + L s?) nwJ2) , (8.89) 
j 

where the sums run over all the phonon modes of energy nwi1) and nwY) in 
nanostructures 1 and 2, respectively, and at the condition to replace (8.88) 
by 

(8.90) 

where 

M(l) = (dF~))2 + L(2n~1) + 1)S;(nw?))2 (8.91 ) 

with n~l) given by (5.69) for the phonon frequency w;1) (a similar expres sion 
holds for M(2)). 

8.5.2 Hopping Conductivity 

We consider now a network of nanostructures. Our aim is to present a com­
putational method to calculate the conductivity. We consider systems where 
the degree of randomness is sufficiently large that the transport of carriers 
takes place by hopping between neighboring nanostructures. The disorder 
may arise under different forms such as the topological or cellular disorder 
[543, 544]. It was shown that a fixed array of sites can serve as a useful model 
for topologically disordered systems [543,544]. Therefore, in the following, we 
assume a fixed array of sites in which the activated hopping between neigh­
boring sites i and j is defined by the probability per unit time W i --+ j that 
was calculated in the previous section and from which we want to determine 
the dynamic conductivity O'(w). 

The combination of the disorder and of a particular topology of the array 
may dramatically influence the electrical transport, in particular when the 
system is close to the percolation limit. Due to these constraints, the diffusion 
of the electron is anomalous at the microscopic scale [545], in the sense that 
the diffusion coefficient D depends on time (note that the same theory obvi­
ously applies to the holes). However, at the mesoscopic scale, when the mean 
displacement of the electron becomes larger than the correlation length which 
characterizes the system, a constant diffusion coefficient can be defined, and 
the diffusion becomes normal. These problems have been extensively dis­
cussed in [148,543,544,546-550]. Here we give a simplified presentation of 
this theory. 

Diffusion Coefficient. The diffusion of electrons of density n(r, t) at a 
position r and at time t is given by the Fick law and the charge conservat ion 
equation 

an(r,t) =~V.J 
at e ' 

J=eDVn(r,t) , (8.92) 
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where J is the current density. To solve these equations, we define the fol­
lowing Laplace transform of a function j ( t) as 

F(w) =.c [j(t)] = 100 e-(a+iw)tj(t)dt, a --+ 0+. (8.93) 

Applying this to (8.92) in the case of a 1D system, we obtain 

. â2 JV(x,w) 
lwJV(x,w)=D âx2 ' (8.94) 

which leads to 

1 +i fw no (fw ) JV(x,w) = -2-Y W iw exp -y W Ixl (1 + i) (8.95) 

The coefficient in front of the exponential has been obtained by the 
Laplace transform of the normalization condition for no electrons in the sys­
tem 

n(x, t)dx = no :::} JV(x,w)dx = ~ . 1 +00 1+00 n 

-00 -00 ~ 
(8.96) 

In order to characterize the diffusion of the electrons, we calculate the 
mean square displacement of the electrons x 2(t) at time t defined by 

1 1+00 
x2 (t) = - x2n(x, t)dx . 

no -00 (8.97) 

Using (8.95), we obtain that the Laplace transform of x 2 (t) is related to 
the generalized diffusion coefficient D (w) by 

-- 1 1+00 2 2D(w) 
.c [x2 (t)] = no -00 x JV(x,w)dx = (iw)2 ' 

which can be generalized to a system of dimension d (=1,2,3) as 

w21+00 D(w) = -- e-iwtr2 (t)dt. 
2d o 

(8.98) 

(8.99) 

In the case of a normal diffusion, D is a constant and we recover the linear 
dependence of r 2 (t) with time t 

r2 (t) = 2dDt . (8.100) 

The expression (8.99) is particularly interesting in the case of the hopping 
transport on an array of localized sites defined by vectors s. Let us define 
the probability p(s, tlso) to find an electron on the site s at time t whereas 
it was on the site so at time t = O. Then we can write 

(8.101) 
8 
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where the brackets denote the average on the sites So. Note that this average is 
required when the system is disordered. From (8.99), we deduce the diffusion 
coefficient 

w2 
D(w) = - 2d I:(s - SO)2 (P(s, wlso)) . (8.102) 

s 

The conductivity u( w) is related to the diffusion coefficient by the Einstein 
relation 

ne2 

u(w) = kT D(w) , 

where n is the carrier density. We deduce that 

ne2 w2 
u(w) = - kT 2d I:(s - SO)2 (P(s,wlso)) . 

s 

(8.103) 

(8.104) 

One can wonder if the Einstein reIat ion stiH holds for hopping transport. 
ActualIy, (8.104) can be obtained from the Kubo formula [148,543,546]. 

8.5.3 Coherent Potential Approximation 

It remains to calculate the terms (P(s, wlso)). The probability p(s, tlso) is 
solution of a master equation 

ap(s, tlso) [", 1 '" I at = - ~ W s -+s' p(s, tlso) + ~ Ws'-+s p(s ,tlso), (8.105) 
s'#s s'#s 

where the term with a minus sign describes the outgoing flux of partide from 
the site s to neighbor sites s', the last term corresponds to the ingoing flux, 
and W s -+ s ' is the transfer rate from s to s' which can be calculated as shown 
in Sect. 8.5.1. In the folIowing, we wiH neglect alI W s -+ s ' beyond first nearest 
neighbors. Thus we wiH not take into account the variable range hopping 
[551,552] which may be important at low temperature. 

Approximations are required to solve (8.105). The simplest one is to model 
the real system by an effective one where the transfer rate on each bond is 
replaced by its average value (Wm =< Ws -+s ' ». In the case of a 1D lattice 
of parameter a, (8.105) becomes 

ap(x, tlxo) 
at = -Wm [P(x + a, tlxo) + p(x - a, tlxo) - 2p(x, tlxo)] , (8.106) 

which after Laplace transform gives 

iwP(x, wlxo) - p(x, t = 0lxo) 

= Wm [P(x + a,wlxo) + P(x - a,wlxo) - 2P(x,wlxo)] (8.107) 
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Multiplying each term by (na)2, and summing over n from -00 to +00, 
we obtain 

+00 
iw L (na)2P(na+xo,wlxo) = 2a.Wm . 

IW 
(8.108) 

n=-oo 

Injecting this result into (8.102), the generalized diffusivity simply be­
comes 

(8.109) 

which can be easily generalized to 2D and 3D lattices. Therefore this model 
predicts a conductivity which is independent of the frequency. It does not de­
scribe correctly the anomalous diffusion, for example in percolating systems. 

A better description is given by the Coherent Potential Approximation 
(CPA) which has been extensively used to study the electronic structure of 
disordered solids [148] and has been adapted to the problem of transport in 
percolating lattices [548,549]. The idea is to build an effective medium where 
the fluctuating hopping rates Ws--+s' are replaced by a uniform frequency­
dependent rate Wc (w). At each frequency, Wc (w) is calculated in a self­
consistent way from the statistical distribution of the Ws--+s" To do that, 
we take the Laplace transform of (8.105) 

( iW + L Ws--+s,) P(s,wlso) - L Ws'--+s P(s', wlso) = 8(s, so), (8.110) 
s'f-s s'f-s 

which can be rewritten in matrix form as 

(iw[I]- [H]) [P(w)] = [1] , (8.111) 

where the diagonal terms of [H] are equal to - Ls'f-s Ws--+s' and the non­
diagonal ones are equal to WS'--+S. We recognize in (8.111) the equation defin­
ing a Green's function P(w) for an Hamiltonian H (see Sect. 8.3.1) and the 
solutions of (8.111) are the matrix elements of the Green's function 

P(s,wlso) = (sl(iw[I]- [H])-llso) . (8.112) 

Similarly, the effective medium is defined by an Hamiltonian Hc corre­
sponding to a uniform rate Wc(w) which, so far, has not yet been specified. 
To determine this value, in CPA, we pick a particular pair (1,2) of neighbor 
sites in the effective medium, we replace Wc(w) on this bond by W1--+2 and we 
require that this operation must have on the average no effect on the effective 
medium (Fig. 8.20). Let us define the Hamiltonian Hc + V of the effective 
medium in which Wc(w) is replaced by W1--+ 2 on the bond (1,2). We impose 
the condition 

((iw[I]- [Hc]- [V])-1) = (iw[I]- [Hc])-l , (8.113) 

where ( ... ) denotes the average over the distribution of W1--+2. The Green's 
function of the effective medium can be easily obtained either analytically or 
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Fig. 8.20. Schematic repre­
sentation of the principle of 
the Coherent Potential Ap­
proximation (adapted from 
[548]) 

numerically depending on the lattice and its dimensionality [548]. From this, 
the Green's function of the perturbed system (Hc+ V) can be calculated using 
the Dyson's equation (8.31). Since V has only components on sites 1 and 2, 
one leads to a 2 x 2 matrix equation which must be solved self-consistently. 
After straightforward algebra [548], one obtains the following condition on 
Wc(w) 

/ Wc(w) - W12 ) _ O 
\ 1 - 2 ([Pc] 11 - [Pc]12) (Wc(w) - W12 ) - , 

(8.114) 

where [Pc]l1 and [Pch2 are matrix elements of the Green's function of the 
effective medium. Then, using (8.103) and (8.109), we obtain 

ne2 

a(w) = kT a2Wc (w) . (8.115) 

8.5.4 Example of a Network of Silicon Nanocrystals 

As a representative example we discuss the case of a cubic array of silicon crys­
tallites in which a fraction x of the bonds are broken. This system was studied 
in order to simulate the hopping conductivity in porous silicon [553,554]. It 
is composed of spherical crystallites connected by cylindrical silicon bridges 
narrow enough for the coupling between the spheres to be small. Nanocrystals 
with a Gaussian distribution of band-gap energies centered around 2 eV and 
full width at half maximum of 0.1 eV have been considered. The diameter of 
the bridges is taken equal to half the diameter d of the smaller sphere and 
their length follows a uniform distribution comprised between 0.3 nm and 
0.39d (beyond which the hopping rate becomes negligible). A carrier density 
of 0.3 x 1016 cm -3 is considered, which is typical of porous silicon. The hop­
ping probabilities are calculated using a full tight bind ing description of the 
electronic structure and taking into account the electron-phonon coupling in 
the crystallites according to the theory described in Sect. 8.5.1 [554]. 

Figure 8.21 presents the temperature dependence of the dc conductivity 
for various values of x . It exhibits a strongly activated behavior, the activa­
tion energy increasing with the number of broken bonds up to the percolation 
threshold (predicted to be 2/3 in ePA for the bond percolation model). This 
comes from the fact that, at small x, the carriers easily find a path with 
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small thermal barriers. On the eontrary, when x increases there are less pos­
sible trajectories and the carrier must experience more and more jumps with 
weak probabilities, especially for large to small crystallites where the thermal 
barrier is large. 

Note that hopping transport is also observed in networks of metal nanocrys­
taIs [481] and in complex molecules, as it seems to dominate the long distance 
(> 20 Ă) transport in DNA [555]. AIso, recent works have concerned the 
transport properties of nanocrystal solids produced by colloidal chemistry 
[480,556]. Long-range Coulomb interactions seem to play an important role 
in the case of undoped nanocrystals [556]. These effects are not described in 
the theory developed in this section: they require a more complex treatment 
of electron-electron interactions (e.g. see [557]). 



A Matrix Elements 
of the Renormalizing Potential 

To determine the excitonic states we need to calculate the matrix elements 
('l/Jvc! v"ff !'l/Jv' c') of the renormalizing potential within the subspace of aH states 
corresponding to one electron-hole excitation. The matrix elements (1.102) 
then take the form 

Li v" (ri) is a sum of one-electron contributions. In a Slater determinant 
basis there will be only: 

- diagonal contributions equal to Lk n~(k!v,,!k) where the n~ are the occu­
pation number for the determinant !'l/Ji) under consideration, 

- non diagonal elements equal to (klVs!k') for determinants differing by one 
spin-orbit al Uk =1- Uk' when they are positioned at the same column in each 
determinant, aH other columns being identical. 

With this, starting from the left !'l/Jvc) will be coupled only to the foHowing 
excitations !'l/J,,) equal to 

1. I'l/Jvc) , 
2. I'l/Jvcff) with eli =1- e, 
3. I'l/Jvffc) with v" =1- v, 
4. 10) the ground state determinant, 
5. I'l/Jvc,vffcff ) with eli =1- e and v" =1- v. 

At this stage it is important to make the folIowing remark. One could 
think that including terms like 4 and 5 is not coherent since we are working 
within the manifold of the one electron-hole excitations. However as shown 
at the beginning the !'l/J,,) result from the compound states !'l/J,,) 18) and it 
is necessary to include alI of them to have a coherent representation of the 
renormalizing potential. We shall come back to this point later. 

We can now calculate the contributions from the different !'l/J,,) 1 to 5 to 
the matrix element (A.l) and get: 
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4: (clVs Iv) (v'lVs Ic') 
E -Ea -Ws 

5: oee'ovv' L 
E - Evev"e" - W s 

c"#c,v"=j:.v ' 

_( _!:)!: ~ (v"lVslc') (clVslv") 
1 Uec' Uvv' ~ 

E - Eve v"e' - W s 
v"#v ' 

-(1- Jvv,)Jec' L (v'lVslc")(c"lVslv) . 
E - Eve v'e" - W s 

e"ope ' 

(A.2) 

These expressions only include the contribution of one plasmon s and 
should be summed over s. It is also implicitely considered, as explained in 
Sect. 1.2.4 that 

Eve = Ea + Ee - Ev , 

Eve,v'c' = Eve + Ee' - Ev' . (A.3) 

We now proceed to the calculat ion of the different coupling terms. We 
have, using (A.3) and regrouping terms 
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c' = c ,v' = v : 

(Wve Iv"ffl Wve) = L l(v"Iv"lc")12 

E - Eve + IOv" - Ce" - Ws vll,e" 

+ l(clv"lc"W 
~ E - Eve + Ce - Ce" - W s 
e 

l(clv"lv"W 
- ~ E - Eve + IOv" - Ce - Ws 

v 

l(vlv"lc"W 
-L E - Eve + IOv - Ce" - W s 

e" 

+ L 1 ( v 1 v" 1 v"W + --'.1-,-( cl,--Vs--,-I v-,-,-W_ 
" E - Eve + IOv" - IOv - Ws E - Ea - Ws v 

+ I (clVsIvW _ 2 (clVslc)(vlv"lv) . 
E - Eve + IOv - Ce - Ws E - Eve - Ws 

c' =1= c ,v' = v : 

(Wve Iv"ffl Wve') = L (clv"lc") (c" I v" IC') 
E - Eve' + Ce' - Ce" - Ws 

e" 

c' =1= c ,v' =1= v : 

(Wve 1 v"ff 1 Wv' e' ) 

= (clVslv)(v/lv"lc/) (E - E~ - Ws + E - Eve + L -Ce' - wJ 

(A.4) 

-(clVslc/)(v'lVslv) (E_E1 _ + E_E1 _ ). (A.6) 
ve' Ws v'e W s 

Again these matrix elements have to be summed over s. The summations 
over v" and c" respectively correspond to occupied and unoccupied states 
of the N electron system. The interesting point is that the matrix elements 
contain terms which are completely similar to those obtained in GW. For 
instance the first term in (Wve I v"ff I Wve) is equal to Ecorr(N) at the condition 
of neglecting Eve which corresponds to second order perturbation theory. 
The same is true for the second and third term which exactly give 8ce - 8cv 

as defined by (1.109). If one looks now at (Wve 1 v"ff 1 WVc') with c' =1= c the 
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first two terms give, at the condition that Eve and Eve' are neglected, the 
correlation part (eIEcorrle') of the matrix element. Added to the Hartree­
Fock contribution, this would give (elh + VH + Ele') which must vanish if 
le) and le') are eigenstates of this hamiltonian. By symmetry this is also 
true for ('ljJve I Veff I 'ljJv' e)' Finally the last four terms of all matrix elements are 
given quite generally by the expression of ('ljJve IVeffl 'ljJv'c') in (A.6) even if 
e' = e,v' = v. 

A final term of importance in the discussion is ('ljJa IVeffl 'ljJve) coupling the 
ground state. This should be close to zero if optimized single particle states 
are used. One can show along the previous lines that 

(,p" IV .. I <P.o) ~ ~ { ~ (~~'i~:~::) -~ (~~~.~:I~.:.,)}. (A.7) 

This can be expressed as 

('ljJa IVeffl 'ljJve) = L {L (vlVsle') (e'lVsle) 
E - Eve + ee - ee' - W s s e' 

_ '" (v'lVsle) (vlVslv') }. 
~ E-Ea+e '-e -w v' v c s 

(A.8) 

Again if one neglect E - Eve and E - Ea in this expression one recovers 
the correlation part (vIEcorrle). Added to the Hartree-Fock part, this gives 
(vlh + VH + Ele) = O for the full matrix element. 



B Macroscopic Averages 
in Maxwell's Equations 

In the macroscopic theory of dielectrics, macroscopic quantities are defined as 
suitable averages of the microscopic quantities. The aim of this appendix is to 
show that under such a procedure the Maxwell's equations remain invariant. 
More specificalIy, let us consider a microscopic quantity f(r) and define the 
macroscopic quantity F(r) as 

F(r) = J g(r - r')f(r')dr' , (B.l) 

where 9 is a weighting function which suppresses the short period oscillations 
contained in the microscopic function f(r). For a bulk crystal, for instance, 
one could take the Fourier transform g(q) as constant within the first Bril­
louin zone, zero outside. 

MaxwelI's equations include space derivative of the quantities and one 
must evaluate their average. For instance, we need to calculate: 

A = J g(r - r'/~~') dr' . (B.2) 

Making use of the fact that 

âg(r - r') âg(r - r') 
--'--::----'- = 

âx âx' 
(B.3) 

and, by integrat ion by parts, we obtain 

A = J âg(r - r') f(r')dr' = âF(r) . 
âx âx 

(B.4) 

Thus, the average of 'V f is equal to 'V F, and we can transpose the 
Maxwell's equations by changing alI microscopic quantities to their macro­
scopic counterpart. 



C Polarization Correction 

We want to evaluate the polarization correction to the energy potential at r' 
induced by an excess electron at r when r = r' or r ~ r', i.e. Pn(cosO) ~ 
Pn(l) ~ 1. Using (3.24), this is given by 

8V = L f: (Ein - Eoud(n + l)rnr'n . 

471'Eo n=O Ein[Eout + n(Ein + Eout)]R2n+1 
(C.1) 

We rewrite it by defining ry = Eout!(Ein + Eout). We thus need to evaluate 

00 n + 1 rnr'n 

1 = L n + ry R2n+l 
n=O 

(C.2) 

as a function of ry where O < ry < 1. It is convenient to separate the n = O 
term from the remaining sum. This gives 

1 _ ~ J(ry, x) 
- ryR+ R ' 

~ n+ 1 n' rr' 
J(ry, x) = ~ --x wlth x = R2 . 

n=l n + ry 
(C.3) 

The main task is thus to evaluate J. The simplest case corresponds to 
ry -+ 1 which gives 

00 

J(l,x) = Lxn = 1 :x· 
n=l 

(C.4) 

The other limit is ry -+ O 

00 ( 1) 00 n 
J(O,x) = ~ 1 +;;: xn = 1: x + ~: ' 

x 
=l_x-ln(1-x). (C.5) 

We can obtain J(ry, x) under integral form by rewriting (C.3) 
00 00 n 

J(ry,x)=Lxn +(l-ry)L n: ' (C.6) 
n=l n=l ry 



280 C Polarization Correction 

which can be transformed into 

l x 00 

J(ry,x) = _x_ + (1- ry)x-TJ L un+TJ-1du, 
1-x o 

n=l 

(C.7) 

and finally gives 

x l x uTJ J(ry, x) = -- + (1 - ry)x-TJ --du. 
1-x o 1-u 

(C.8) 

To get a simple determination of the full J(ry,x), we can use a linear 
interpolation J(ry, x) = J(l,x) + (1- ry)[J(O,x) - J(l,x)]: 

x 
J(ry, x) = 1-x -(l-ry)ln(l-x). (C.9) 

We have verified numerically that the difference between (C.9) and (C.8) 
in the whole range O ~ x ~ 1 and O ~ ry ~ 1 is of the order of 5% in average, 
and is always smaller than 13%. 

In Chap. 3, the determination of the electrostatic self-energy of a carrier in 
a spherical quantum dot requires to calculate the average of J(ry, x) for r' = r 
(Le., x = r2 / R2) using the density of probability IcP(r)12 in the effective mass 
approximation (Sect. 2.1.4): 

IcP(rW = _1_ (sin(7rr/R))2 . (C.1O) 
27rR r 

Using (C.9) and (C.10), the average is given by 

(J(ry)) = J J(ry,x)lcP(r)12dr = 0.557 + 0.376(1- ry) , 

where the coefficients have been obtained numerically. 

(C.lI) 
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